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Third Programming Project – Multivariate Regression

Objective

This project illustrates the use of two-dimensional arrays and extends the linear regression example of exercise eight to the use of multivariate regression.  It also shows a case of using two separate source files for a project and the passing of two-dimensional arrays from a calling program into a function.
Background for the project
In exercise eight, task one, you used a program for fitting a straight line to two experimental variables.  In this project, you will be asked to program the equations that are used when several data items are used to predict one data item.  For example we might have measurements on emissions from diesel engines as a function of three fuel properties, cetane number, aromatic content, and density.  We would like to predict how the emissions performance from other fuels would vary as a function of the other three variables, based on these measurements.

In this case we call emissions the response variable and cetane, aromatic content and density are called predictive variables.  We want to use the measured data on these four variables to develop a model that will relate emissions to the predictive variables.  The simplest model to do this is a linear model such as the one shown below.  In order to use this model, we have to find the coefficients b0, b1, b2, and b3 in the equation:

emissions = b0 + b1 (cetane) + b2 (aromatic content) + b3 (density)

The above example uses three predictive variables; these could be labeled x1 = cetane, x2 = aromatic content and x3 = density.  We are trying to predict a fourth variable, emissions.  In general we can have K predictive variables, where K will change from problem to problem.  (In the example above, K = 3.)

We need a notation that will readily accommodate the ability to code a different number of predictive variables.  In general, we label the predictive variables as x1 to xK.  This is an extension of the labels used above (x1 = cetane, x2 = aromatic content and x3 = density.)  The variable that we are trying to predict is labeled y.  In the example above y is called emissions.  In this general case where there are K different variables used to predict y the regression equation can be written as follows
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We will have several sets of input data.  Each input data set will consist of one value of y and one value for each of the predictive variables, xj.  In the example of predicting the emissions, each data set would consist of one value for each of the following variables: the emissions, the cetane number, the aromatic content and the density.  See the sample data set on page 3 for an example of the required data sets for multivariate regression.

We use the following notation for the variables that are associated with the mth data set.  The value of the variable to be predicted, for data set m, is labeled ym.  This mth data set will have one value for each of the K predictive variables.  We label the values of the individual predictive variables in this data set as (x1m, x2m,..., xKm).  The notation xim means the value of the variable xi for the mth data set.  In our emissions example, where x2 is the notation for the aromatic content, the symbol x24 represents the aromatic content of the data set number four.  If we have N sets of data we will have N(K+1) different numerical values in the input data set.  These are used to determine the values of the K+1 coefficients b0 to bK.  Of course the initial input data set is referred to as data set zero and the last of the N data sets is referred to as data set N-1 to use the conventional notation for C++ arrays.
The coefficients b0 to bK are determined by solving a set of K+1 simultaneous linear equations.  The unknowns in those equations are the K+1 coefficients, b0 to bK.  The linear equation coefficients are denoted as Aij and the right hand sides of the linear equations are given the symbol ci.  With this notation the system of linear equations is written as follows:(
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[1]
The coefficients, Aij, and the right-hand sides, ci, are found from various sums of the input data as shown below.  These equations assume that a fictitious variable, x0, is defined such the value of x0 for each data set, m, is one.


X0m = 1               m = 0, …, N-1
[2]

With this definition the equations for computing Aij and ci are written as follows:


Aij = 
[image: image3.wmf]å

-

=

1

0

N

m

jm

im

x

x

      and        ci = 
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[3]

Note that the coefficients Aij are symmetrical; that is Aij = Aji.  You can use this symmetry relation to reduce the number of coefficients that need to be computed.
Requirements for this project
Write a program that can read an arbitrary number of data sets of {yj, xij,i = 1, K} from a file and compute the coefficients {Aij, i = 0,...K, j = 0,...,K} and {ci, i = 0,...K}.**  Use equation [3] to compute these coefficients.  You will be provided with a library program that accepts a two-dimensional array for the Aij coefficients and a one-dimensional array for the ci coefficients on the right-hand-side of the system of linear equations shown in equation [1].  The library program then computes and returns the solutions, bj, to the set of simultaneous linear equations shown in equation [1].

Once your program has obtained the coefficients {b0 … bK} from the library program, your should compute an estimated value of y for each data set.  This will be found from the following equation.
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Note the difference between this equation and the regression equation at the bottom of page 1.  The equation on page 1 describes a general relationship between the response variable, y, and K predictive variables, x1 to xK.  Equation [4] defines the quantity, 
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, which is the value that the regression predicts for data set i.  Once your program has computed these estimated 
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values, you can use them to compute the coefficient of variability, R2 for the regression fit.  The value of R2 for the multivariate case is given by the following equation.
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[5]

(This is actually the same equation used to compute R2 in exercise eight.  However, in that exercise the equation for R2 was not written in this form; instead, it was written in terms of the standard error.)
In summary, your program should perform the following steps: (1) read all the input data from a file, (2) compute the coefficients Aij and ci, (3) call the library routine to solve for the bj coefficients, (4) compute the estimated 
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values, (5) compute R2, and (6) output the results.  The output from your program should show each of the bi coefficients, the value of R2, and a table showing the input data and the predicted value of
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for each input data set.

Sample data set and calculations for one component Aij
	The table of data at the left is used to illustrate the calculation of the Aij coefficients, using equation [3].  In this table each data set has a response variable y, and three predictive variables, x1, x2, and x3.  For this collection of data then, K = 3, N = 8, and we need to evaluate K + 1 = 4 different values of bj.  As a sample calculation, the coefficient A23 is found as follows: A23 = 
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= x20 x30 + x21 x31 + x22 x32 +x23 x33 +x24 x34 +x25 x35 +x26 x36 +x27 x37 = (440)(500) + (350) (400) + (440)(540) + (350)(370) + (450)(480) + (200)(320) + (310)(470) + (290)(400).  Note that this is the same as A32.
	Sample Data Set

Multivariate Regression

K = 3 variables; N = 8 data sets

m
y
x1
x2
x3
0
2.55
3.00
440
500

1
1.95
3.47
350
400

2
1.89
3.14
440
540

3
2.24
3.46
350
370

4
2.31
3.59
450
480

5
1.74
1.75
200
320

6
1.87
3.03
310
470

7
0.83
3.18
290
400


Of course, this summation would be done within a for loop structure.  You will need one loop to compute the sum, nested within two loops to compute the Aij for all values of i and j.
Files for the library program and the input data
You will have to download the library routine, (gaussian.cpp) for solving simultaneous linear equations and the data file (projectThreeData.dat) for this project.  To download these files, follow the links to the projects page that you used to download these instructions.  The links to get the library program and the data file for this project are just below the link for these instructions. There is also a link to a file that has the correct answers to this assignment.  Download this file and check your results against the values in the file.  Your results should match those in the file before you submit your work.
The library file will use the space provided in your coefficient array for its internal calculations.  Thus the values of the Aij array that are returned from the calling program will not be the correct values.
Save the files with the library routine and the data to the project directory you are using for this assignment.  Add the library program file to your project.  Use the Project → Add existing item menu that opens a file dialog box.  Use this box to select the gaussian.cpp file that you have saved to your local drive.  You will then have two source files in your project.  Do not copy the library file into your program file.  See the comments at the start of the library program for instructions on its use.*  Although you the library program is in a separate file, you must define the value of the constant MAX_VARS in the library program to be the same as the constant you used to declare the sizes of the arrays you used for Aij and ci in your program.

Use the following information to read data from the input data file.  The first number in the file is a value for K, the number of predictive variables.  This is followed by one set of data in each line of the file.  A set of data consists of a value of value for ym, followed by values for the K the predictive variables, x1m, x2m, …,xKm..  You should be able to determine the total number of data sets, N by testing for an end of file condition on the input data file.  Be careful to use correct limits for sums over all data sets.  Those sums have a minimum array index of zero and a maximum array subscript of N-1.  You should declare the array size so that it is large enough to handle up to 250 sets of data with up to 5 predictive variables.  You can modify the input routine from exercise eight to read the input file.
Requirements for Submission

Due Date:
May 18.

Submit a listing of your code and a copy of the output from your program.  That output should contain the results for the regression coefficients and the R2 value.  It should also include, for each data set, all the input data and the predicted value, 
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 that you found with the regression coefficients.  Your answers must match the correct results.
Turn in your printed or email submissions by 11:59 pm on the due date.  Only one submission, written or email, is required.







( The equations for calculating b0 are derived in the same way as the equations for the case of two variables; in the multivariate case, however, the result is more complicated.  You can show that the two-variable result follows from the general result shown above by applying the multivariate equations to the single variable case of K = 1.


** See instructions below for obtaining and reading data from this file.


* The notation for this library program uses the more traditional notation for a system of simultaneous linear equations, � EMBED Equation.3  ���.  This has some simple differences from equation [1]: the upper limit of the sum is N-1 here instead of the K in equation [1] and the right-hand-side coefficients are lower case here and upper case in equation [1].  The other differences are more confusing.  In the traditional notation the xj denote the unknowns and the bi are the right-hand-side constants.  In equation [1], bj denotes the unknowns and the right-hand-side variables are denoted as ci.





Jacaranda (Engineering) 3333
Mail Code
Phone: 818.677.6448
E-mail: lcaretto@csun.edu
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Fax: 818.677.7062
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