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Abstract
     This paper evaluates the accuracy of the CBO, OMB, and for comparison the Blue Chip Consensus forecasts of real GDP growth under symmetric and asymmetric loss functions.  Under the symmetric loss function assumption, the unbiased forecast hypothesis is rejected for the five-year forecast, but not for the two-year forecast.  For two- and five-year horizons, information efficiency is usually rejected.  Under the asymmetric loss function, estimates indicated a significant upward bias in the OMB forecast.  This is interpreted to mean executive branch political pressure influences the forecast.  In contrast, both the CBO and Blue Chip forecasts have a conservative bias.  Finally, once the asymmetry of the loss function is taken into account, all forecasters appear to use information on the economy efficiently.

* I would like to thank Shirley Svorny for helpful comments.

Introduction
This paper evaluates real GDP forecasts of the Congressional Budget Office (CBO) and the Office of Management and Budget (OMB).  To provide a basis for comparison, the Blue Chip Consensus forecast is also evaluated.  The tests in previous work assumed similar forecast loss functions for these agencies, quadratic and symmetric, implying the optimal forecast is the conditional mean and should be unbiased.  This paper differs from previous work by conducting tests assuming the forecast loss function may not be symmetric.  Government agencies such as the CBO and OMB may face pressures that bias forecasts in systematic ways.  In this paper, a flexible loss function allows for estimation of a parameter that captures the degree and direction of any asymmetry.  Elliott, Komunjer, and Timmermann (2005, 2008) show that failing to take into account loss function asymmetry can bias tests of forecast unbiasedness.
Forecasts of future economic activity underlie any revenue projection.  The forecasters in a government agency may face incentives or pressures that cause the forecast to deviate from unbiasedness.  From a political perspective, there may be a penalty associated with under-forecasting economic growth.  Agency officials may be rewarded for a rosier growth forecast that makes it easier for politicians to project higher revenues to avoid politically unpopular program cuts or tax increases.  

Krause and Douglas (2005) argue institutional design determines the degree to which forecasts are influenced by political motives.  They argue less politically insulated agencies are more likely to be influenced by political motives, potentially biasing forecasts of the economy.  They also recognize the professional credibility and reputation of the forecaster may offset at least some of the political pressure to slant a forecast in a particular direction.
The institutional designs of the CBO and OMB differ.  The OMB, being part of the executive branch, is directly controlled by the president and is likely to face significant pressure to bias their forecast.  In contrast, the CBO is more likely to have greater independence.  It reports to Congress rather than an individual. The CBO is accountable to members of both political parties who have different political goals.  By design, the CBO budget is independent of congressional budget committees (Krause and Douglas, 2005).
From this perspective, a government forecasting agencies can benefit professionally from unbiased forecasting by increasing reputation and credibility.  A good forecasting performance can lead to lucrative private sector jobs.  There are also costs associated with reducing forecast bias.  Agency funding and staff can be reduced by not responding to the political preferences of the politicians that oversee the group.  If they do not go along with the political agenda, they may simply be ignored and have little influence in the budget process.  Given the greater institutional independence of the CBO, the costs associated with unbiased forecasts should be lower resulting in less optimistic forecasts.

This paper will test whether the different institutional designs of the CBO and OMB influence their real GDP growth forecasts.   The approach used in this paper will provide evidence on the similarities and differences in each agency’s forecast loss functions.  It will also provide better tests of each agency’s forecast performance.
The evidence in the literature examining CBO and OMB forecast performance using the standard symmetric loss function is mixed.  Some studies evaluate budget forecasts while others evaluate forecasts of economic activity, such as real GDP growth.
  I draw three conclusions from this literature.  First, short-run forecasts are generally less biased than long-run forecasts.  Second, both short-and-long-run forecasts usually fail tests of information use efficiency.  Third, some but not all studies find the OMB real GDP forecasts to have an upward or optimistic bias.  The problem with this literature is that the tests used in these papers assume the forecast loss function is quadratic and symmetric.  If this assumption is false, the tests suffer from a missing variable problem that can bias estimated coefficients and standard errors (Elliott, Komunjer, and Timmermann 2005, 2008). 
This paper finds significant evidence supporting the idea that government agencies have asymmetric forecast loss functions.  The CBO and the Blue Chip Consensus have a conservative bias in their forecasts of real GDP growth two- and five-years out.  Based on the observed forecast errors, over-forecasting real GDP growth appears to have negative political consequences for the CBO, compared to under-forecasting real GDP growth at both time horizons.  Interestingly, the CBO is similar to the bias present in private sector real GDP forecasts.  The OMB forecast loss function is also asymmetric.  However, the OMB bias is in the opposite direction.  OMB forecasters over-forecast real GDP growth at the two- and five-year horizons.  These results are consistent with the idea that institutional design influences government agency forecasts.  The OMB, being less independent, respond to the preferences of the politicians and appointees running the executive branch.   In addition, once the asymmetry of the forecast loss function is taken into account, I find that all forecasters use available information efficiently.
This paper is organized in the following manner.  The first section discusses testing procedures under symmetric and asymmetric loss functions.  The second section reports the results of the tests under alternative loss functions.  The paper ends with a brief conclusion.
Testing Forecast Accuracy

A. Symmetric Loss Function

Underlying any forecast is the loss function.  Standard forecast evaluations assume the forecast loss function is quadratic and symmetric.  An attractive feature of this type of a loss function is that the optimal forecast is the conditional expectation, implying forecasts are unbiased (Elliott, Komunjer, and Timmeermann, 2005, 2008).  Here I test the forecast performance by regressing the actual growth in real GDP over j periods (logYt+j – log Yt) on the predicted growth in real GDP over j periods logŶt+j – logYt (Mincer, 1969).
(1)                                     logYt+j – logYt = α + β(logŶt+j – logYt) + εt 
logYt+j and logŶt+j  are the logarithm of real GDP and predicted real GDP in period t+j respectively, α and β are parameters to be estimated, and εt is the error term which should be uncorrelated for horizons beyond j – 1.  Under the unbiased forecast hypothesis I test the joint null hypothesis that the parameter estimates are α = 0 and β = 1.  Rejecting the null hypothesis implies the forecasts are biased.

A second test examines if forecasters use available information efficiently.  Past information about the economy should be uncorrelated with forecast errors.  For this test, the forecast error (μt) is regressed on information, such as past forecast errors (μt-i), available at the time of the forecast.

 (2)                                        μt = ν + τ1 μt-1 + τ2 μt-2 + ξt
ν, τ1, and τ2 are parameters to be estimated, ξt is a white noise error term, and μt-i are past forecast errors.  The joint null hypothesis tested in this case is ν = τ1 = τ2 = 0.  Rejecting the null hypothesis means past forecast errors could be used to reduce the current forecast error.  All available information is not being used efficiently.
B. Asymmetric Loss Function

Elliott, Komunjer, and Timmermann (2005, 2008) develop a flexible loss function that provides an alternative method for evaluating forecasts.  This approach allows the researcher to estimate a loss function parameter to determine the extent and direction of any asymmetry in the forecast loss function.  Ignoring asymmetry can bias forecast evaluation tests.  Under certain conditions, a biased forecast can be optimal.  If a low real economic growth forecast turns out to be politically more costly, an upward bias in the forecast is rational.  This approach also provides an alternative test for how well forecasters used information available at the time of the forecast.  Without accounting for purposeful bias in the forecast, we can’t effectively test whether forecasters use available information efficiently.  Using this methodology, Elliott, Komunjer, and Timmermann (2005) find IMF and OECD budget deficit forecasts are optimal once the asymmetry is taken into account.  Capistrán-Carmona (2008) uses this method to analyze the Federal Reserve’s inflation forecast.  In contrast to previous work, Capistrán-Carmona finds the Federal Reserve’s forecasts to be optimal once the asymmetry of the forecast loss function is taken into account. 
This paper applies the same approach to evaluate real GDP forecasts made each year by the Congressional Budget Office and the Office of Management and Budget.  For a comparison, the Blue Chip Consensus forecast is also evaluated.

Equation 3 represents the flexible loss function used in this paper.

(3)                         L(μt+j, φ) = [φ + (1 - 2φ) 1(μt+j < 0) ] | μt + j | p 

Where L(μt+j, φ) is the loss function that depends on the forecast error and asymmetry parameter φ.  1(μt+j < 0)  is an indicator variable that takes on a value of one when the forecast error μt+j, is negative and zero otherwise.  In order to identify φ, the parameter p is set equal to two making the loss function quadratic (Capistrán-Carmona , 2008).

The relative cost of over- or under-prediction can be calculated by φ / 1 – φ (see Capistrán-Carmona , 2008).  For example, if φ = 0.6, then under-predicting real GDP is one and a half times more costly than over-forecasting real GDP growth.  When the asymmetry parameter of the loss function φ is equal to 0.5 the loss function is symmetric.  When φ > 0 .5, under-prediction is more costly than over-predicting real GDP growth.  When φ < 0.5 over-prediction is more costly than under-prediction real GDP growth. 


The orthogonality condition of the optimal forecast under a flexible loss function and the estimate of φ are derived by assuming the forecasters minimize the expected loss function conditional on the information set available at the time of the forecast.  The orthogonality condition is 
(4)                                E[ωt (μt+j – (1 -2φ) | μt+j | )] = 0.
When this condition holds, the forecasts are optimal.  In Equation 4, ωt is a subset of information available to forecasters at the time of the forecast.  (μt+j – (1 -2φ) | μt+j | is the generalized forecast error, the actual forecast error adjusted for the degree of asymmetry and the absolute size of the forecast error.  When the loss function is asymmetric, the orthogonality condition implies the generalized forecast error rather than the actual forecast error is independent of the information subset.  Tests based on the actual forecast errors suffer from an omitted variable problem, resulting in biased coefficients and standard errors.

A Generalized Method of Moments estimator is used to get consistent estimates of φ (Hansen, 1982).  When more than one variable from the information set is used as an instrumental variable in estimation, the model is over-identified and a J-test can be used to test the orthogonality condition.  

Empirical Results

A. Symmetric Loss Function

Regressions 1 and 2 are used to examine CBO, OMB, and Blue Chip two- and five- year real GDP forecasts over the period from 1976 to 2008.
  These tests assume the forecast loss function is symmetric.  Regression 1 tests the null hypothesis that the forecast is unbiased.  Specifically, we jointly test α = 0 and β = 1.  Regression 2 examines if information available at the time of the forecast is incorporated in the forecast. In this case we jointly test ν = τ1 = τ2 = 0.
In Table 1 Panel A reports the results on the unbiased forecast hypothesis.  For the three five-year forecasts, the unbiased forecast hypothesis is rejected.  We are unable to reject the unbiased forecast at the two-year horizon.  This is similar to previous findings.  The standard errors correct for the moving average property of the error term using the Newey and West (1987) approach.  Even after correcting of the moving average error term, the Q-statistic still rejects white noise for the five-year forecasts.  

Table 1 Panel B reports results on how efficiently forecasters used available information.  Three alternative information sets are used for each test.  The first test includes only a constant term.  The second test includes a constant and two lagged forecast errors.  The third test includes a constant, two lagged forecast errors, two lagged real oil prices, and two lagged ten-year Treasury bond interest rates.  Real oil prices represent an important supply shock.  The Treasury bond rate captures general credit market conditions.  Both can influence real GDP growth and would have been taken into account for any forecast of the economy.
P-values testing the joint significance of the impact of these alternative sets of variables on the forecast error are reported.  In two-thirds of the tests we reject the joint hypothesis that ν = τ1 = τ2 = 0.  This implies there is information available at the time of the forecast that could have been used to improve the forecast.

B. Asymmetric Loss Function


Table 2 reports GMM estimates of φ, the asymmetry parameter, and p-values associated with the J-test of the orthogonality condition of Equation 4.  I also report the test statistic for testing the null hypothesis φ =0 .5.

The OMB value for φ is significantly greater than 0.5 in four of six estimates.  This implies OMB forecasters view under-forecasting real GDP growth to be more costly than over-forecasting it.  In contrast, the CBO and Blue Chip Consensus values of φ are significantly less than 0 .5 in ten of the twelve estimates.  They view over-forecasting real GDP growth to be more costly.  They must benefit from having a conservative bias in their forecasts.  These results suggest there is political pressure on OMB forecasters to produce an optimistic picture of the country’s economic future.  Furthermore, nine of twelve forecasts fail to reject the orthogonality condition indicating the forecasts are optimal.  Unlike the results that assumed a symmetric loss function, all forecasters appear to use available information efficiently once the asymmetry of the loss function is taken into account.
Conclusion
This paper evaluates the accuracy of the CBO, OMB, and Blue Chip consensus forecasts of real GDP growth under the assumption of symmetric and asymmetric loss functions.  Assuming a symmetric loss function, the unbiased forecast hypothesis is rejected for the five-year forecast, but not the two-year forecast.  For the two- and five-year horizons, information efficiency is usually rejected.  However, given the evidence on loss function asymmetry, these results are unreliable. 
Assuming an asymmetric loss function, estimates indicate a significant upward bias in the OMB forecast.  This is interpreted to mean executive branch political pressure influences the forecast.  In contrast, both the CBO and Blue Chip forecasts have a conservation bias.  Finally, once the asymmetry of the loss function is taken into account, all forecasters appear to use information on the economy efficiently.
These results indicate institutional design can influence the economic forecasts of government agencies.  Less institutional independence introduced an upward bias in OMB’s real GDP forecast.  In contrast, the greater independence of the CBO produced different results.  The CBO non-symmetric loss function and real GDP forecasts are comparable to private sector forecasts. 

Table 1

Panel A: Test Results for Unbiased Forecasts Assuming a Symmetric Loss Function
	Forecast 
	Α
	β
	P-value (1)
	P-value (2)

	CBO
	
	
	
	

	2 Years
	0.694
	0.776
	.76
	.07

	
	(.466)
	(.01)
	
	

	5 Years
	3.43
	-0.154
	.03
	.00

	
	(.015)
	(.765)
	
	

	OMB
	
	
	
	

	2 Years
	1.48
	.456
	.13
	.20

	
	(.112)
	(.107)
	
	

	5 Years
	3.43
	-0.138
	.02
	.00

	
	(.006)
	(.736)
	
	

	Blue Chip
	
	
	
	

	2 Years
	0.844
	0.784
	.66
	.39

	
	(.471)
	(.047)
	
	

	5 Years
	3.61
	-0.217
	.07
	.00

	
	(.032)
	(.720)
	
	


Coefficient p-values are reported in parentheses.  P-value (1) tests the joint hypothesis that α = 0 and β = 1.  P-value (2) tests if the regression residuals using a Q-statistic are white noise.  The sample period is 1976 to 2008.

Panel B: P-Values for Tests of Information Efficiency Assuming a Symmetric Loss Function

	
	CBO2YR
	OMB2YR
	BCHIP2YR
	CBO5YR
	OMB5YR
	BCHIP5YR

	1.
	.76
	.87
	.42
	.63
	.68
	.61

	2
	.00
	.03
	.00
	.00
	.00
	.00

	3
	.00
	.00
	.00
	.00
	.00
	.00


Row 1 includes only a constant in the regression.  Row 2 includes a constant, and two lagged forecast errors in the regression.  Row 3 in includes a constant, two lagged forecast errors, two lagged values of real oil prices (West Texas Intermediate deflated by the CPI using December as the date in each year), and two lagged values of December ten-year Treasury bond interest rate.  The sample period is 1976 to 2008.

Table 2

GMM Estimates of φ and Orthogonality Tests
	
	CBO2YR
	OMB2YR
	BCHIP2YR
	CBO5YR
	OMB5YR
	BCHIP5YR

	One
	
	
	
	
	
	

	φ
	.458
	.523
	.384
	.397
	.579
	.397

	S.E.
	.019
	.019
	.079
	.041
	.039
	.039

	J-Test
	---
	---
	---
	---
	---
	---

	φ=.5
	-2.21**
	1.18
	-1.47
	-2.53**
	2.04**
	-2.64*

	Two
	
	
	
	
	
	

	φ
	.432
	.589
	.231
	.384
	.797
	.129

	S.E.
	.018
	.018
	.017
	.040
	.026
	.022

	J-Test
	.04
	.04
	.06
	.13
	.20
	.23

	φ=.5
	-3.79*
	4.93*
	-15.8*
	-2.88*
	11.41*
	-16.86*

	Three
	
	
	
	
	
	

	φ
	.475
	.633
	.250
	.383
	.249
	.195

	S.E.
	.016
	.014
	.078
	.027
	.022
	.016

	J-Test
	.12
	.16
	.14
	.39
	.44
	.51

	φ=.5
	-1.55
	9.49*
	-2.88*
	-4.36*
	-11.24*
	-19.06*


φ is the asymmetry parameter.  S.E. is the standard error of φ.  J-Test is the p-value for Hansen’s orthogonality test.  φ=.5 is the test statistic for testing the null hypothesis φ=.5. * (**) implies rejecting the null hypothesis at the one (five) percent level.  Each estimate is based on an alternative set of instrumental variables.  Set one includes only a constant.  Set two includes a constant and two lagged values of the forecast error.  Set three includes a constant, two lagged values of the forecast error, two lagged values of the real price of oil, and two lagged values of the ten-year Treasury bond rate. The sample period is 1976 to 2008.
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