Course Syllabus

ECE 651 - Digital Signal Processing I

Department:
Electrical and Computer Engineering

Course Number:
ECE 651

Course Title:
Digital Signal Processing I

Credit Units:
3

Course Description

Difference equations, state equations, and frequency-domain analysis of discrete-time systems. Fast Fourier transform algorithms.  Tellegen’s theorem and sensitivity analysis.  Network structures for digital filters.  Digital filter design.

Prerequisites

Students taking this course should understand the fundamentals of linear discrete time systems as covered in the ECE 351 course at CSUN, or equivalent courses at other universities.  In particular, students should understand discrete-time system models, convolution, z-transforms, Fourier transforms, and frequency-domain analysis of discrete-time systems.  

Texts and References

Required Texts:

Digital Signal Processing, Monson H. Hayes, McGraw-Hill, 432 pages, 1999.

ECE651 Fundamentals, John W. Adams, 289 pages, 2002, course notes printed by the CSUN bookstore without royalties to the author.

ECE651 Filters, FFTs, and Internet DSL, John W. Adams, 517 pages, 2002, course notes printed by the CSUN bookstore without royalties to the author.

Recommended Texts:

Discrete-time Signal Processing, Alan V. Oppenheim and Ronald W. Schafer, published by Prentice-Hall, 1999.

The Scientist and Engineer's Guide to Digital Signal Processing, Steven W. Smith, California Technical Publishing, 2000.  All chapters are available at no charge in Adobe Acrobat files at http://www.dspguide.com.

Numerical Recipes, Cambridge University Press, 2000.  All chapters are available at no charge in Adobe Acrobat files at http://www.nr.com.

Reserve Book Room:

Collections of reference materials, including 3-ring notebooks containing collections of IEEE papers, are in the CSUN Library Reserve Book Room.  Approximately 60 items are on reserve.  Course handouts and supplementary materials will also be distributed in the classroom.

Internet Resources:

http://www.csun.edu/~jwadams

http://www.dspguide.com.

http://www.nr.com

Course Objectives

1. After completing this course the students should be able to:

2. Understand the theory of discrete-time systems, including the sample-domain and frequency-domain analysis of discrete-time systems.  Understand the relationships between the theory and practical digital signal processing applications, including communications and spectral analysis.

3. Understand the mathematics of digital signal processing.  Apply the mathematics to solve practical problems.  

4. Understand methods used in industry to produce complex valued signals.  Appreciate the advantages of complex-valued signals over real-valued signals.

5. Identify different types of network structures used for implementing digital filters.  Formulate the corresponding node equations.

6. Solve node equations to obtain transfer functions and frequency responses for digital network structures and digital filter schematics.

7. Understand the transposition theorem, Tellegen’s theorem, and coefficient sensitivity in digital network structures.  

8. Compute zero-phase responses for symmetric FIR digital filters.

9. Formulate digital filter design problems.  Convert high-level filter specifications for the frequency response into low-level constraint equations for the digital filter coefficients.

10. Understand optimization concepts and terminology.  Apply optimization methods to solve practical design problems.

11. Solve digital filter design problems.

12. Understand the Fast Fourier transform and applications for it.

Topics Covered/Course Outline

13. Review of fundamental mathematics used in digital signal processing (DSP).

14. Canonic digital signals.

15. Discrete-time sinusoids and eigenfunctions.

16. Complex-valued signals and applications.

17. Practical sources of complex valued signals.  Hardware for producing complex signals.  In-phase and quadrature detectors.  Modern communication receivers.

18. Conjugate-products, phase differences, and discrete-time frequencies.  Steady-state sinusoids.  Chirp waveforms.

19. Advantages of complex valued signals compared with real valued signals.

20. Review of the fundamentals for discrete-time signals and systems:  Analog to digital conversion.  Difference equations, state equations, and frequency-domain analysis of discrete-time systems.  Transfer functions and z-transforms.  Extensions and applications.  Computational complexity and efficiency.

21. Convolution and decimated convolution.

22. Computational considerations.  Real and complex arithmetic.  Inline code and loops.  Loop unrolling.  

23. Digital filter fundamentals

24. Digital filter specifications

25. Network structures for digital filters.

26. Nodal analysis for digital filters.  Computer implementations of nodal analysis for frequency response computations.  Shortcuts for symbolic transfer functions.  

27. Transposition theorem.  Tellegen’s theorem and sensitivity analysis.  

28. Sparse matrix algorithms.

29. Group delay definition.  Significance of group delay in practical applications.  Conjugate products for the practical computation of group delays.

30. Comparison of FIR and IIR digital filters.

31. Parks-McClellan and Rabiner algorithms for minimax optimization of digital filters.  Disadvantages of minimax (MM) optimization for practical applications.

32. Introduction to peak-constrained least-squares optimization.  Advantages of peak-constrained least-squares (PCLS) optimization for practical applications.

33. Review of linear algebra and related numerical methods.  Computational complexities of numerical algorithms.

34. Formulation of digital filter design problems.  Digital filter specifications and relationships to practical applications.  Formulation of constraint equations for practical design problems.

35. Method of Lagrange multipliers.  Interpretation of Lagrange multiplier values.

36. Design tradeoffs and relationships to Lagrange multipliers.

37. Feasibility and optimality.  Kuhn-Tucker theorem. Linear and quadratic programming.

38. Design and optimization of digital filters with equality and inequality constraints.  

39. Relationships between optimization problems in digital signal processing and other fields.

40. Prefilter-equalizer cascade.  Recursive running sum.  Digital filter efficiency and complexity.

41. Introduction to Toeplitz matrices and Levinson’s algorithm.

42. Discrete cosine transforms and zero-phase responses.

43. Discrete Fourier transform (DFT) and filter banks.  DFT windows.  Mainlobes, sidelobes, and tradeoffs between them.  Introduction to spectral analysis.  

44. Fast Fourier transform (FFT) algorithms.  Computational complexity.  Twiddle factors and table lookups.  Computational considerations for different memory architectures.

45. Internet DSL and the FFT.  Orthognal frequency-division multiplexing (OFDM) and discrete-multitone (DMT) applications for the FFT.

Relationships to Program Outcomes

This course supports the achievement of the following outcomes:

a)
Ability to apply knowledge of advanced principles to the analysis of electrical and computer engineering problems.

b)
Ability to apply knowledge of advanced techniques to the design of electrical and computer engineering systems.

c)
Ability to apply the appropriate industry practices, emerging technologies, state-of-the-art design techniques, software tools, and research methods for solving electrical and computer engineering problems.

d)
Ability to use the appropriate state-of-the-art engineering references and resources, including IEEE research journals and industry publications, needed to find the best solutions to electrical and computer engineering problems.

e)
Ability to communicate clearly and use the appropriate medium, including written, oral, and electronic methods.

f)
Ability to maintain life-long learning and continue to be motivated to learn new subjects.

g)
Ability to learn new subjects that are required to solve problems in industry without being dependent on a classroom environment.

h)
Ability to be competitive in the engineering job market or be admitted to an excellent Ph.D. program.
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