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A. Assessment? Run! (The Problem)

Anyone entering the wonderful world of assessment is immediately struck by the array of assessment activities.
	levels of assessment activities – 

individual course assessment, 

program assessment, 

GE assessment,

a new discussion of institution-level assessment
	variety of ideas for embedded assessment opportunities using 

GE Basic Skills courses, 

Freshman writing courses, 

gateway courses in the major, 

UDWPE, UDGE, 

capstone courses
	variety of  initiatives 

WRAD program  

The Learning Habits Study
variety of standardized assessment tools
CLA

NSSE


We receive the message, indubitably correct, that assessment is very important for understanding what our students are learning in our courses and programs. But the array of assessment activities, from course, program, and institutional assessment, using internal sources such as freshman writing, major’s gateway and capstone courses, and the WPE (to name a few) to using external sources such as CLA and NSSE (to name a few), is absolutely bewildering. On top of this, assessment is central to new streamlined Program Review guidelines and factors into new initiatives such as WRAD and The Learning Habits Study. But the relationship between these activities and initiatives is by no means clear. More than one person has pointed out that assessment activities appear to be highly redundant – lots of different activities causing a lot of work but aimed at measuring the same thing. It is no wonder that people are either very confused about how to put all this together or running because of the perceived workload burden (not mutually exclusive). 


Is there a way to make the diverse assessment activities fit together as part of a conceptual piece? Can we synthesize the elements of this picture? And if so, will conceptual clarity enable us to streamline the assessment workload? I think there is a way to see a common logical structure which runs through the types and levels of assessment, which connects various assessment activities, and which in the end will enable us to reduce redundancy. Moreover, the role of assessment within Program Review can be clarified. In the next sections I will discuss in turn the logical thread connecting goals, student learning outcomes, and rubric design, the connection with Program Review, and lastly the specification of core competencies as a strategy to reduce redundancy.
B. The Conditional Relationship between Goals and Student Learning Outcomes

Assessment liaisons are familiar with how Student Learning Goals can be specified in the context of a course, of a program, or a university education. In each case the list of student learning goals specifies most generally what students should learn as a result of having participated in the course, majored in the program, or having been granted a degree from one’s university, respectively. The goals may refer to discipline-based skills or knowledge, or general non-discipline-specific abilities or outlooks. But goals are tied together as a category because, as most general intellectual properties, they are not exhibited by a person except under certain circumstances. For example, a course goal might be “understanding of forms of mid-17th century British poetry”, a program goal might be “that the student develops skill in written communication”, and a university core competence goal might be “ability to critically examine arguments from multiple points of view”. The understanding, skill, and ability will not be the sort of properties which can be determined to be had by the student in any immediately direct way. They remain covert. In assessment language, they are ‘constructs’.

From the point of view of assessment, there-in lies the difficulty. We specify and design courses and programs which target the goals of courses, programs, and the university experience but we also think of goals as unobservable, hidden, dispositional properties. Because learning goals are unobservable, hidden, dispositional properties, they are not exhibited by the person except under certain circumstances. If we are going to determine the extent to which a student has a skill, ability, or understanding, we need to create opportunities for the skill, ability, and understanding to be exhibited. They must be made overt.

The assessment task is to create circumstances in which a student can actively show, exhibit, make visible their achievements. Consequently, from the list of specified and targeted goals, Student Learning Outcomes (SLO’s) are derived and assessment plans subsequently are constructed. The derivation of SLO’s is necessary for the assessment of goals. So, in order to measure the relevant skill or competency, we need to be able to derive what we should be able to observe if the student has developed the relevant skill or competency. 
For example, ability to effectively communicate in a written format is a student learning goal, often showing up both as a program goal and as a core university goal. Yet having the ability or skill in written communication cannot be observed or measured as it lays dormant or dispositional in the individual. Yet, if a student has developed ability or skill in writing, we can think of various writing tasks at which they would have some degree of success.
(W1)
If student S has developed a degree of skill in written composition (Goal), then student S should be able to write clearly worded, grammatically correct, well-organized compositions (Student Learning Outcomes).

In general, an assumption made throughout assessment is that an unobservable, dispositional ability, skill, or knowledge should lead to some specifiable set of behavioral differences. This implication is what we capitalize on in developing student learning outcomes and assessment plans. Yet, there will be many more implications derivable from a goal than can reasonably form the foundation for an assessment plan, simply due to limitations of time and money. To see this, consider that for the case of skill in written composition, the implied set of learning outcomes might also include whether or not the student writing provides a main thesis statement, provides supporting details, provides textual evidence and adequate citation, provides a general understanding of the problem or issue, and so on. Shown in a form parallel to (W1) above, we get:
(W2)
If student S has developed a degree of skill in written composition (Goal), then student S should provide a main thesis statement, provide supporting details, provide textual evidence and adequate citation, and provide a general understanding of the problem or issue (SLO’s).

And then there may be disciplinary differences and specialized concerns. Student learning outcomes for written composition within the context of the biology department might emphasize the kind of skills needed to write a lab report well. 

(W3)
If student S has developed a degree of skill in written composition (Goal), then student S should be able to clearly specify the hypothesis tested, methodology used in the experiment, and clearly discuss the relationship between the resulting data and the motivating hypothesis (SLO’s).

In general, the choice of student learning outcomes will reflect and depend upon the context and priorities of the assessment committee in conjunction with the interests and goals of the program or university. We can see that what is true for written composition is also true for the relationship between goals and student learning outcomes in general. 

(*)
If student S has developed goal knowledge, skill, or competency G, then the student should be able to SLO. 

C. The Conditional Relationship between Student Learning Outcomes and Rubrics
Another important piece of the conceptual landscape in assessment plans is the relationship between the selected student learning outcomes and the nuts and bolts design of how and where evidence for the selected outcomes will be found. The nuts and bolts of an assessment plan consist in specifying the student product in which the outcomes are expected to be exhibited and the rubrics which will be used to assess the student product.
 The student products where we expect outcomes to be exhibited provide a rich variety of assessment opportunities. Student ability to write grammatically correct compositions could be measured in freshmen writing courses, in early major’s courses, later major’s courses, capstone courses, etc. Again, this relationship can be thought of conditionally. If a student S should be able to write grammatically correct compositions, then student S should be able to write them in freshmen courses, gateway courses to the major, and in the capstone course, etc. Assessment opportunities are not directly connected with each other but rather with the student learning outcome from which it was derived. 
Each assessment opportunity would provide information and data about the target population of students being measured and the degree to which the optimal state is achieved. The more assessment opportunities, the more information we get. Thus, the more assessment opportunities the better, for each would provide some data and evidence about the achievement of the desired skill, ability, or knowledge in the population. Though all sources could be used, not all sources will be used to provide evidence in the assessment plan. The limitations are pragmatic.
The information and data about the targeted student population is constructed using evidence gathered through the use of rubric gradients.  Rubrics are designed so that they specify gradients in the continuum of achievement for particular measurable outcomes in the context of a particular type of student product. But even with beautifully designed rubrics, they must be applied to student product; applications which require personnel, time, and money. Always short on these, departments and universities must choose how to limit assessment activities.
D. Alignment as a logical relationship
Discussions of alignment in the assessment literature sometimes take alignment to be a verb, as in “the process of matching individual program outcomes to an organizations goals and objectives”.
But alignment is more often understood to be a logical property: “alignment, the first step in the assessment process, is the consistency in the mission and goals…”, “the degree to which expectations and assessments are in agreement and serve in conjunction with one another to guide the system toward students learning what is expected.” Sometimes the relationship is between curriculum, instruction, standards, and assessment. 
But how can alignment be made an intentional product of assessment plan design? Alignment as consistency or agreement occurs as a function of the logical structure of the conditional relationships discussed above. When student learning outcomes are derived from goals, outcomes will also be aligned with goals automatically. Assessment opportunities and rubric gradients will be aligned with SLO’s when they are derived from SLO’s. Where the conditional relationships hold, the evidence gathered ultimately allows us to inductively infer back through the chain of reasoning and determine how well and the degree to which goals are being achieved. When these levels of conditional relationships govern the construction of assessment plans, we find alignment all the way through. 
E. Assessment and Program Review
Learning opportunities are designed to allow students to gain expertise in the desired overt student learning outcomes and, ultimately, the covert goals. In the context of program assessment, assessment data indicates how well the population is achieving the program’s goals. Mary Allen describes program assessment as occurring in phases through the actions of participants in the assessment process. Participants should “develop explicit statements of what students should learn (student learning outcomes), verify that the program is designed to foster this learning (alignment), collect empirical data that indicate student attainment (assessment), [and] use these data to improve student learning (closing the loop).”
 Improvement of student learning requires looking forward and strategic planning, often through planning new initiatives.
An assessment of the solubility of unclassified granular material provides an example of how assessment connects with strategic planning in the context of program review.  Solubility, like writing ability, is an unobservable, covert, dispositional property. But if a quantity of granular stuff is soluble, we can derive implications as to what should be overtly observed. For example,

If this granular stuff is soluble, then it should dissolve in water.

Of course, the solubility of granular stuff could also be tested in other ways:


If this granular stuff is soluble, then it should dissolve in wine.
Strategic planning provides an opportunity for constructing assessment plans: Have I provided the opportunity for the granular stuff to show itself to be soluble, if it is? Setting up the test: In order to test the solubility of the granular stuff, I need water or wine and I need it in sufficient quantity.  Do I have the resources or capacities I need to assess its solubility? What if I have no water or wine? Experimental design requires strategic planning. Those plans which contain new experimental design lead to the request of new resources.
This is equally true in the educational context. How can assessment information be used for strategic planning? Those assessment plans which contain new initiatives lead to the request of new resources. Assessment activities allow us to diagnose the various kinds of resources needed in order for students to have the learning and development opportunities to achieve the outcomes we have identified as central to the course, the program, or the institution. For program review, the diagnosed needs form the basis for strategic planning.
 
Annual assessment information becomes the stepping stone for information provided in program review reporting forms. So where departments use the annual assessment form to capture key features of their assessment plans, a significant portion of the program review is complete.

F. Looking Ahead: University Core Academic Competencies
Many learning goals and outcomes are common to all department programs. But while many programs are assessing similar skills or abilities, they are doing so in different and incommensurable ways. While such redundancy may allow for a degree of creative assessment planning and talk across departments and disciplines, the cost is too high. Assessment instruments used to measure performance are dissimilar, and consequently data cannot be compiled. This type of situation results in a lack of common database for archiving assessment data, lack of comparison and correlation, and inability to compile reports. Moreover, without common assessment strategies it is difficult to generate effective campus dialog to make improvements in student learning on university level.
The identification of common learning goals across departmental programs may allow for the articulation of a common set of student learning outcomes. With this in mind, the University Assessment Task Force was assembled during Spring 2008. Its charge was to “identify the abilities and intellectual traits that all students are expected to gain through their educational career at CSUN.”  PDDS, April 28, 2008. The preliminary list has been distributed to faculty and we have 216 survey responses. From this, a short list of core academic competencies should be available within October and the beginning of a plan for embedded assessment can begin soon thereafter.
G. In the End
Seen from the point of view of conditional relationships, there is a logical thread which runs through and connects goals, student learning outcomes, rubrics, program review, and strategic planning in the best cases. Goals entail student learning outcomes but many more student learning outcomes than can be assessed, given pragmatic limitations. The choice of student learning outcomes defines what will be the central features of the assessment plan. The subsequent design of assessment tools, given the particular assessment plan, leads to a cycle of assessment activities and resulting data. Where program review asks questions about what students know and where they learned it, documentation which describes assessment activities and data can be used to provide answers. Where data indicate there is room to improve student learning, data can be used for strategic planning and resource requests.  
We have come to a point where the structure and content of assessment is conceptually, if not actually, cohesive. The next step is to incorporate a richer understanding of how students learn; one which is informed by research in cognitive science and learning theory and can be used to inform decisions about design of learning opportunities both within our programs and across the university. The ‘best-practices’ approach, piece-meal and empirical, can offer examples of what seems to work, but cannot tell us why it works. Similar to knowing that sugar dissolves in water, we can’t predict that it will also dissolve in coffee without understanding underlying mechanisms and processes.

� Mary Allen, (2007) Assessment Workshop Materials, UH West Oahu, September 12-13
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