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Abstract. Let p be a prime, a ≥ 1, and `a(p) be the multiplicative order of a modulo p. We prove various
theorems concerning the averages of `a(p) over p ≤ x and a ≤ y. We prove that these theorems hold for
y > exp((α + ε)

√
log x) where α ≈ 3.42. This is an improvement over y > exp(c1

√
log x) with c1 ≥ 12e9

given in [S2]. We also provide the average of τ(`a(p)) over p ≤ x, a ≤ y, and y > exp((α+ ε)
√

log x), where
τ(n) is the divisor function

∑
d|n 1.

1. Introduction

Let a ≥ 1 be an integer. We let `a(n) be the multiplicative order of a modulo n if (a, n) = 1. For
(a, n) 6= 1, `a(n) is defined as in [MS, Section 8]: If we write n = n1n2 with any prime divisors of n1 divide
a and (n2, a) = 1, then we let `a(n) := `a(n2). This way of defining `a(n) is called an extended definition of
multiplicative order of a modulo n where the ordinary definition takes `a(n) = 0 if (a, n) 6= 1. This has an
advantage over the ordinary definition that `a(n)|φ(n) is always true regardless of a and n being coprime.
Let ω(n) :=

∑
p|n 1 be the number of distinct prime divisors of n and Ω(n) :=

∑
pk|n 1 be the number of

prime power divisors of n, and set ω(1) = Ω(1) = 0.
Artin’s Conjecture on Primitive Roots (AC) states that for any non-square integer a 6= 0,±1, `a(p) = p−1

for infinitely many primes p. Assuming the Generalized Riemann Hypothesis (GRH) for Dedekind zeta
functions for Kummerian extensions, Hooley [H] showed that the set of primes with `a(p) = p − 1 has a
positive density in the set of primes. We may predict that `a(p) would be close to p− 1 for many primes
p ≤ x. In [K2], we also observed that the average of 1/`a(p) is small. Precisely, if x

log x log log x = o(y), then

1

y

∑
a≤y

∑
p≤x

1

`a(p)
= log x+K log log x+O(1) +O

(
x

y log log x

)
for some explicit constant K. Due to the fact that 1/`a(p) is mostly small, the length y of averaging had
to be large. For the multiplicative orders on average, we may apply the large sieve inequality and the
character sums to reduce y significantly. This was carried out by Stephens (see [S2, Theorem 1]) who
showed that if y > exp(c1

√
log x) then for any positive constant B > 1,

y−1
∑
a≤y

∑
p≤x

′ `a(p)

p− 1
= CLi(x) +O

(
x

logB x

)
,

where C is the Stephens’ constant:

C =
∏
p

(
1− p

p3 − 1

)
and

∑ ′
is the sum over primes p ≤ x which are relatively prime to a. Although the value of the positive

constant c1 is not explicitly given in [S2], we see that c1 is at least 12e9. This is because the proof of [S2,
Lemma 7] requires the constants c9 and c1 to satisfy c9 > 0 and log c1 − c9 − 2 log 2 − log 3 > 9. The
optimal value for c1 using Stephens’ method is any positive number greater than 2

√
2e ≈ 7.6885. See

Section 2 for the proof of this claim. This can be done by applying the best known estimates on the
smooth numbers [HT, Theorem 1.2] and the asymptotic formula [Br, (1.8)] for Dickman’s function ρ(u).
We prove that c1 can be further dropped to α+ ε for any ε > 0, where α ≈ 3.42 is the unique positive root
of the equation

f1(K) := −K
4

+
1

K

(
log

(
K2

2
+ 1

)
+ 1

)
= 0.

1
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The corresponding second moment result [S2, Theorem 2] and [S1, Theorem 1, 2] can also be improved.

Theorem 1.1. If y > exp((α+ ε)
√

log x), then for any positive constant B > 1,

(1) y−1
∑
a≤y

∑
p≤x

`a(p)

p− 1
= CLi(x) +O

(
x

logB x

)
.

Moreover, for any positive constant B > 2,

(2) y−1
∑
a≤y

(∑
p<x

`a(p)

p− 1
− CLi(x)

)2

� x2

logB x
.

Let Pa(x) := {p ≤ x|`a(p) = p− 1}. Then the following estimates also hold:

(3) y−1
∑
a≤y

Pa(x) = ALi(x) +O

(
x

logB x

)
,

where A =
∏
p

(
1− 1

p(p−1)

)
is the Artin’s constant.

Moreover, for any positive constant B > 2,

(4) y−1
∑
a≤y

(Pa(x)−ALi(x))2 � x2

logB x
.

Stephens also proved in [S2, Theorem 3] that the average number of prime divisors of an − b for p ≤ x
averaged over the pairs (a, b) of integers in the box (0, y]2 is also asymptotic to CLi(x), and proved the
corresponding second moment result in [S2, Theorem 4]. The number y is rather large compared to those
in [S2, Theorems 1, 2]. (y > x(log x)c2 in [S2, Theorem 3], and y > x2(log x)c2 in [S2, Theorem 4]
respectively.) He mentioned that these could probably be improved by using the large sieve inequality
as in [S2, Theorems 1, 2]. However, he did not carry out the improvement in [S2]. Here, we state the
improvement and prove them.

Theorem 1.2. If y > exp((α+ ε)
√

log x), then for any positive constant B > 1,

(5) y−2
∑
a≤y

∑
b≤y

∑
p≤x

∃n,p|an−b

1 = CLi(x) +O

(
x

logB x

)
.

Moreover, for any positive constant B > 2,

(6) y−2
∑
a≤y

∑
b≤y

 ∑
p≤x

∃n,p|an−b

1− CLi(x)


2

� x2

logB x
.

It is well-known by Erdős and Kac [EK] that ω(n) and Ω(n) follow a normal distribution after a suitable
normalization. More precisely, for any real number u,

lim
x→∞

1

x
#

{
n ≤ x :

g(n)− log log x√
log log x

≤ u
}

= G(u),

where g(n) = ω(n) or Ω(n) and G(u) = 1√
2π

∫ u
−∞ exp

(
− t2

2

)
dt.

Let φ(n) be the Euler Phi function. Erdős and Pomerance [EP] proved that ω(φ(n)) and Ω(φ(n)) also
follow a normal distribution after a suitable normalization. Thus, for any real number u,

lim
x→∞

1

x
#

n ≤ x :
g(φ(n))− 1

2(log log x)2

1√
3
(log log x)

3
2

≤ u

 = G(u).
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They also proved that this holds with φ(n) replaced by the Carmichael Lambda function λ(n) [C, Section
4.6]. Furthermore, they conjectured that for any real number u,

lim
x→∞

1

x
#

n ≤ x : (n, a) = 1,
g(`a(n))− 1

2(log log x)2

1√
3
(log log x)

3
2

≤ u

 =
φ(a)

a
G(u).

In [MS, Section 8, Theorem 4’], Murty and Saidak proved, assuming that the Dedekind zeta function for

Q(ζq, a
1/q) for primes q does not have zeros on <(s) > θ for some 1/2 ≤ θ < 1 (quasi-Generalized Riemann

Hypothesis, quasi-GRH), that for any real number u,

lim
x→∞

1

x
#

n ≤ x :
g(`a(n))− 1

2(log log x)2

1√
3
(log log x)

3
2

≤ u

 = G(u).

They used this to prove the conjecture by Erdős and Pomerance conditionally on the quasi-GRH. Through-
out this paper, we will always use the extended definition of `a(n) and index p in the summation will be
always prime. We provide an unconditional average result as an application of [E, Theorem 12.2].

Theorem 1.3. If y > exp((α+ ε)
√

log x), then for any fixed real number u,

(7) lim
x→∞

1

x
#

n ≤ x :

1
y

∑
a≤y g(`a(n))− 1

2(log log x)2

1√
3
(log log x)

3
2

≤ u

 = G(u).

Another interesting series of problems is to consider averages of the divisor function τ(n) =
∑

d|n 1

composed with various arithmetic functions. For the divisor function composed with Euler function and
Carmichael λ-function, see [LP2], also [K1]. For the averages of τ(`a(p)), we have the following result.

Theorem 1.4. If y > exp((α+ ε)
√

log x), then for any B > 1,

(8)
1

y

∑
a≤y

∑
p≤x

τ(`a(p)) = K1x+ (K1 +K2)Li(x) +O

(
x

logB x

)
where

K1 =
∏
p

(
1 +

1

p3 − p

)
≈ 1.231291.

Theorem 1.1 and 1.2 improve [S2, Theorem 1, 2, 3, and 4] by providing a wider range of y (These
are N in [S2]). The proofs follow closely the method in [S2] where the large sieve inequality and Hölder
inequality play crucial roles. The improvements are due to Lemma 3.1 and 3.2 (see §3) which replace [S2,
Lemma 3 through 7]. Let τr,y(a) be the number of ways to write a as an ordered product of r positive
integers, each of which is at most y. Let τr(a) be the number of ways to write a as an ordered product of
r positive integers. Lemma 3 through 5 in [S2] treat the second moment divisor sum

∑
a≤yr(τr,y(a))2 by

replacing one τr,y(a) with its maximum, and obtaining an upper bound of the first moment divisor sum∑
a≤yr τr,y(a) ≤ yr. Then Lemma 6 and 7 in [S2] obtain upper bound of the maximum of τr,y(a) via the

estimates of smooth numbers (see [Br], [HT]). The method presented in this paper follows a different path

to treat the second moment divisor sum. Lemma 3.2 gives a combinatorial inequality giving
(∑

a≤y τr(a)
)r

as an upper bound of the second moment divisor sum. Then Lemma 3.1 gives a uniform upper bound for
the first moment divisor sum

∑
a≤y τr(a). The presence of (r − 1)! in the denominator in Lemma 3.1 is a

main contributor for the improvements. Note also that the lemmas in [S2] do not have this denominator.
We may also compare [S2, Lemma 8] and Lemma 3.3, which is applied the proof of Theorems 1.1 through
1.4. The proof of Theorem 1.3 relies on Kubilius-Shapiro Theorem (see §7) and the average estimates for
ω(`a(p)) and Ω(`a(p)) (see §6). The proof of Theorem 1.4 is a consequence of a version of Titchmarsh
Divisor Problem proved in [F] (see §8). For an earlier version of Titchmarsh Divisor Problem, see [BFI].
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2. Optimal Constant in Stephens’ Method

We need estimates of smooth numbers in the following form. See [Br, (1.8)] and [HT, Theorem 1.2].

Theorem 2.1 (de Bruijn).

log ρ(u) = −u [log u+ log log u− 1] +O

(
u

log u

)
.

Theorem 2.2 (Hildebrand, Tenenbaum).

log(ψ(x, y)/x) =
{

1 +O(exp(−(log u)3/5−ε))
}

log ρ(u),

where max(2, (log x)1+ε) ≤ y ≤ x.

Combining the above two theorems, we have

log(ψ(x, y)/x) = −u log u− u log log u+ u+O

(
u

log u

)
,

where max(2, (log x)1+ε) ≤ y ≤ x. We remark that the choice of r is as in [S2].

r =

⌈
2 log x

logN

⌉
, N = exp((β log x)δ), δ =

1

2
+

c

log(β log x)
, and β > 2,

with β > 2 and c > 0 are to be determined.
Here, β will replace 9 which appears in ψ(N, 9 log x) in [S2]. Note that it is assumed N r ≤ x8 in [S2,

Lemma 5]. If we require N r ≤ x2, then we may use any β > 2 in ψ(N, β log x).
The bound given in Stephens result for the character sum S4 defined in [S2] is

S4 � x1− 1
2r (x2 +N r)

1
2rN

1
2ψ(N, β log x)

1
2 .

Assuming that logN �
√

log x, we have

S4 � xN−
1
4N

1
2N

1
2 exp

[
1

2
logψ(N, β log x)

]
� xN exp

[
−1

4
logN +

1

2
logN +

1

2
log

ψ(N, β log x)

N

]
.

Recall that we try to obtain a nontrivial cancellation on S4 rather than the trivial bound xN .
By Theorem 2.2, we are able to write the square of the exponential on the RHS as

exp

[
1

2
logN − u log u− u log log u+ u+O

(
u

log u

)]
,

where u = logN
log(β log x) = δ logN

log logN .

Substituting u and δ above, and applying log(1 + x) = O(x) for |x| < 1, we obtain

exp

[
1

2
logN − u log u− u log log u+ u+O

(
u

log u

)]
= exp

[
1

2
logN − δ logN

log logN
(log δ + log logN − log log logN)

− δ logN

log logN
log (log δ + log logN − log log logN) +

δ logN

log logN
+O

(
logN

(log logN)2

)]
= exp

[
(δ − δ log δ)

logN

log logN
− c logN

log(β log x)
+O

(
logN log log logN

(log logN)2

)]
= exp

[
(1− log δ − c) logN

log(β log x)
+O

(
logN log log logN

(log logN)2

)]
.

To ensure the nontrivial cancellation, we need to require

1− log δ − c < 0.
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Knowing that δ can be made arbitrarily close to 1/2, we require c > 1 + log 2. Putting this back in N and
using β > 2, we need to require

N = exp
[
(β log x)

1
2

+ c
log(β log x)

]
> exp

[√
2 log x ec

]
= exp

[
(2
√

2e+ ε)
√

log x
]

3. Lemmas

We begin with the following uniform result on divisor sums (see [B, (1.2)]).

Lemma 3.1. Let r ≥ 1 and define τr(a) to be the number of ways to write a as an ordered product of r
positive integers. If y ≥ 1, then we have

(9)
∑
a≤y

τr(a) ≤ 1

(r − 1)!
y(log y + r − 1)r−1.

Proof. The proof is by induction. The case r = 1 is trivially true. Suppose that we have proved the
inequality for a fixed r ≥ 1. Then we have∑

a≤y
τr+1(a) =

∑
d≤y

∑
a≤ y

d

τr(a) ≤
∑
d≤y

1

(r − 1)!

y

d

(
log

y

d
+ r − 1

)r−1

≤ y

(r − 1)!

(
(log y + r − 1)r−1 +

∫ y

1

1

t

(
log

y

t
+ r − 1

)r−1
dt

)
≤ y

r!

(
r(log y + r − 1)r−1 + (log y + r − 1)r

)
≤ y

r!
(log y + r)r.

Therefore, we have proved the inequality for r + 1. �

One might wonder if we may use a well-known asymptotic formula∑
a≤y

τr(a) =
1

(r − 1)!
y(log y)r−1 +O

(
y(log y)r−2

)
.

The above formula holds for fixed r and y →∞. For our purpose, we need to control both r and y at the
same time. Thus, Lemma 3.1 in that aspect, will be a better choice than the above formula. Lemma 3.1
has been used in [B] to prove an upper bound of class numbers of number fields.

Corollary 3.1. Let c > 0. If y ≥ 1 and r − 1 ≤ c log y, then

(10)
∑
a≤y

τr(a) ≤ (1 + c)r−1

(r − 1)!
y logr−1 y.

Proof. This follows by applying Lemma 3.1 and replacing r − 1 inside the parenthesis by c log y. �

We define τr,y(a) to be the number of ways of writing a as ordered product of r positive integers, each
of which does not exceed y.

Lemma 3.2. We have for any r ≥ 1 and y ≥ 1,

(11)
∑
a≤yr

(τr,y(a))2 ≤

∑
a≤y

τr(a)

r

.

Proof. We have ∑
a≤yr

(τr,y(a))2 =
∑

a1,...,ar≤y
τr,y(a1 · · · ar) ≤

∑
a1,...,ar≤y

τr,y(a1) · · · τr,y(ar)

=

∑
a≤y

τr,y(a)

r

=

∑
a≤y

τr(a)

r

.

Here, the first identity is due to a combinatorial argument. Let a be a positive integer satisfying a ≤ yr.
Then τr,y(a) > 0 if and only if a1 · · · ar = a has a solution in positive integers a1, . . . , ar satisfying ai ≤ y
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for each i ≤ r. For each fixed a with τr,y(a) > 0, the r-fold summation will count the number of solutions
which is exactly τr,y(a). �

Combining Lemma 3.2 and Corollary 3.1, we have the following.

Corollary 3.2. Let c > 0. If y ≥ 1 and r − 1 ≤ c log y, then

(12)
∑
a≤yr

(τr,y(a))2 ≤
(

(1 + c)r−1

(r − 1)!
y logr−1 y

)r
.

We use the character sums S4 and S10 in [S2] with a slight modification, and give upper estimates of

(13) S4 :=
∑
p≤x

∗∑
χ(mod p)

1

ord(χ)

∣∣∣∣∣∣
∑
a≤y

χ(a)

∣∣∣∣∣∣
and

(14) S10 :=
∑
p≤x

∑
q≤x

∑
χ1(mod p)

∗∑
χ2(mod q)

1

ord(χ1)ord(χ2)

∣∣∣∣∣∣
∑
a≤y

χ1χ2(a)

∣∣∣∣∣∣ .
The sum

∑∗ denotes the sum over non-principal primitive characters and ord(χ) denotes the order of the
character χ in the corresponding moduli.

Lemma 3.3. If y > exp((α+ ε)
√

log x), then there is a positive constant c2 such that

(15) max(xS4, S10)� x2y exp
(
−c2

√
log x

)
.

Proof. As in [S2], we apply the Hölder’s inequality and the large sieve inequality. Then for any r ≥ 1,

S4 ≤

∑
p≤x

∗∑
χ(mod p)

(
1

ord(χ)

) 2r
2r−1

1− 1
2r
∑
p≤x

∗∑
χ(mod p)

∣∣∣∣∣∣
∑
a≤y

χ(a)

∣∣∣∣∣∣
2r

1
2r

�

∑
p≤x

τ(p− 1)

1− 1
2r

(x2 + yr)
1
2r

∑
a≤yr

(τr,y(a))2

 1
2r

� x1− 1
2r y

(
(1 + c)r−1

(r − 1)!
(log y)r−1

) 1
2

,

where the last inequality is by Corollary 3.2 provided if r − 1 ≤ c log y.
We may assume that y = exp(K

√
log x) for a function K := K(x) satisfying 0 < K ≤ 4

√
log log x by [S1,

Theorem 1]. This is to look for a possibility of obtaining K smaller than the constant c1 obtained in [S2,
Theorem 1]. Also, we want to choose a positive integer r to satisfy yr−1 < x2 ≤ yr. Then,

log y = K
√

log x, log log y = logK +
1

2
log log x, and r − 1 <

2 log x

log y
=

2

K

√
log x ≤ r.

In view of the last inequality for r, it is reasonable to put c = 2
K2 for r− 1 ≤ c log y to hold. Moreover, by

yr−1 < x2, we have

x−
1
2r < y

−r+1
4r = y−

1
4

+ 1
4r ,

and by x2 ≤ yr and 2
K

√
log x ≤ r, we have

y
1
4r = exp

(
K
√

log x
1

4r

)
≤ exp

(
K
√

log x
K

8
√

log x

)
= exp

(
K2

8

)
.
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By Stirling’s formula [MV, Theorem C1] and K ≤ 4
√

log log x, we have

S4 � xy exp

(
−1

4
log y +

r − 1

2
log

(
1 +

2

K2

)
− 1

2
log(r − 1)! +

r − 1

2
log log y

)
� xy exp

(√
log x

(
−K

4
+

1

K
log

(
1 +

2

K2

)
− 1

K
log 2 +

1

K
+

2 logK

K

)
+O(log log x)

)
.

If α+ ε < K ≤ 4
√

log log x, then we see that

−K
4

+
1

K
log

(
1 +

2

K2

)
− 1

K
log 2 +

1

K
+

2 logK

K
= f1(K) < 0.

This shows that S4 � xy exp(−c
√

log x) for some positive constant c.
For S10, we rearrange the sum as follows:

∑
p≤x

∑
q≤x

∑
χ1(mod p)

∗∑
χ2(mod q)

1

ord(χ1)ord(χ2)

∣∣∣∣∣∣
∑
a≤y

χ1χ2(a)

∣∣∣∣∣∣ =
∑
p≤x

∑
χ1(mod p)

1

ord(χ1)
S̃4.

Fix p ≤ x and χ1 mod p, then the inner sum S̃4 is treated the same way as S4. We have

S̃4 =
∑
q≤x

∗∑
χ2(mod q)

1

ord(χ2)

∣∣∣∣∣∣
∑
a≤y

χ1χ2(a)

∣∣∣∣∣∣
≤

∑
q≤x

∗∑
χ2(mod q)

(
1

ord(χ2)

) 2r
2r−1

1− 1
2r
∑
q≤x

∗∑
χ2(mod q)

∣∣∣∣∣∣
∑
a≤y

χ1χ2(a)

∣∣∣∣∣∣
2r

1
2r

�

∑
q≤x

τ(q − 1)

1− 1
2r

(x2 + yr)
1
2r

∑
a≤yr
|τr,y(a)χ1(a)|2

 1
2r

� x1− 1
2r y

(
(1 + c)r−1

(r − 1)!
(log y)r−1

) 1
2

.

The same choice of r and c as in the proof of the bound for S4, yields

S10 �
∑
p≤x

∑
χ1(mod p)

1

ord(χ1)
xy exp(−c

√
log x)

�
∑
p≤x

τ(p− 1)xy exp(−c
√

log x)� x2y exp(−c
√

log x).

�

Note that if y > exp(4
√

log x log log x) as in [S1, Theorem 1], then it can be proved by the method in [S1,
(27)] that the result is stronger in this range of y. In fact, there is a positive constant c3 such that

max(xS4, S10)� x2y exp
(
−c3

√
log x log log x

)
.

Thus, we have the result.

4. Proof of Theorem 1.1

In [S2, Theorem 1], Stephens defined a character sum cr(χ) where χ is a Dirichlet character modulo p
for r|p− 1 as

(16) cr(χ) =
1

p− 1

∑
a<p

`a(p)= p−1
r

χ(a).
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From [S2, Lemma 1], we have for any Dirichlet character χ modulo p,

|cr(χ)| ≤ 1

ord(χ)
.

For the principal character χ0 modulo p, we have

cr(χ0) =
φ
(
p−1
r

)
p− 1

.

Now, we are ready to prove Theorem 1.1.

Proof of Theorem 1.1. The contribution of a ≤ y for which p|a and p ≤ x is O(log log x) since `a(p) = 1 in
this case. Then

y−1
∑
a≤y

∑
p≤x

(a,p)=1

`a(p)

p− 1
= y−1

∑
a≤y

∑
p≤x

(a,p)=1

∑
r|p−1

`a(p)= p−1
r

r−1

= y−1
∑
a≤y

∑
p≤x

∑
r|p−1

r−1
∑

χ(mod p)

cr(χ)χ(a)

= y−1
∑
p≤x

∑
r|p−1

r−1
∑

χ(mod p)

cr(χ)
∑
a≤y

χ(a).

By Lemma 3.3, the contribution of nonprincipal characters modulo p to this sum is

� y−1S4 log x� x exp(−c
√

log x).

By [S2, Lemma 12], the contribution of principal character modulo p to this sum is

=
∑
p≤x

∑
r|p−1

φ
(
p−1
r

)
r(p− 1)

+O(log log x) +O

(
y−1 x

log x

)
= CLi(x) +O

(
x

logA x

)
.

Thus, (1) follows. The proof of (3) follows by a similar argument if we replace
∑

r|p−1 r
−1 by r = 1 and

cr(χ) by c1(χ).
For (2), it is enough to show that

y−1
∑
a≤y

∑
p≤x

`a(p)

p− 1
−
∑
p≤x

∑
r|p−1

φ
(
p−1
r

)
r(p− 1)

2

= O
(
x2 exp(−c2

√
log x)

)
.

Again, the contribution of a ≤ y for which p|a is O((log log x)2). Thus, we consider

y−1
∑
a≤y

∑
p≤x

∑
q≤x

`a(p)`a(q)

(p− 1)(q − 1)
= y−1

∑
a≤y

∑
p≤x
q≤x

∑
r|p−1
s|q−1

r−1s−1
∑

χ1(mod p)

cr(χ1)χ1(a)
∑

χ2(mod q)

cs(χ2)χ2(a)

= y−1
∑
p≤x
q≤x

∑
r|p−1
s|q−1

r−1s−1
∑

χ1(mod p)

cr(χ1)
∑

χ2(mod q)

cs(χ2)
∑
a≤y

χ1χ2(a).

The contribution of nonprincipal characters modulo p is, by Lemma 3.3,

� y−1(log x)2S10 � x2 exp(−c
√

log x).

The contribution of principal characters modulo p

=
∑
p≤x
q≤x

∑
r|p−1
s|q−1

r−1s−1
φ
(
p−1
r

)
p− 1

φ
(
q−1
s

)
q − 1

+O((log log x)2) +O

(
y−1

(
x

log x

)2
)
.
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Then by [S2, Lemma 12], (2) follows. The proof of (4) is by a similar argument if we replace
∑

r|p−1 r
−1

and
∑

s|p−1 s
−1 by r = 1 and s = 1, also cr(χ1) and cs(χ2) by c1(χ1) and c1(χ2) respectively. �

5. Proof of Theorem 1.2

Proof of Theorem 1.2. Note that there is some integer n such that a prime p divides an − b if and only if
`b(p)|`a(p). Thus, we begin with putting `b(p) = w, `a(p) = wt, and changing the order of summations,

y−2
∑
a≤y
b≤y

∑
p≤x

`b(p)|`a(p)

1 = y−2
∑
a≤y
b≤y

∑
p≤x

∑
w|p−1

t| p−1
w

∑
χ1,χ2(mod p)

cw(χ1)cwt(χ2)χ1(a)χ2(b)

= y−2
∑
p≤x

∑
w|p−1

t| p−1
w

∑
χ1,χ2(mod p)

cw(χ1)cwt(χ2)
∑
a≤y

χ1(a)
∑
b≤y

χ2(b).

The contribution of all pairs of characters (χ1, χ2) for which one of χ1 or χ2 is nonprincipal, is

� y−2
∑
p≤x

τ3(p− 1)τ2(p− 1)
∗∑

χ(mod p)

1

ord(χ)

∣∣∣∣∣∣
∑
a≤y

χ(a)

∣∣∣∣∣∣ y.
We split this sum into two parts where τ3(p − 1)τ2(p − 1) < exp(c3

√
log x) and τ3(p − 1)τ2(p − 1) ≥

exp(c3
√

log x). We take c3 = c2/2 where c2 is the positive constant in Lemma 3.3. Then the first part
is O(x exp(−c

√
log x)) by Lemma 3.3. The second part is O(x logN x exp(−c3

√
log x)) for a fixed N > 0,

since we have ∑
p≤x

τ2
3 (p− 1)τ3

2 (p− 1)�
∑
n≤x

τ2
3 (n)τ3

2 (n)� x log71 x,

by Selberg-Delange method [T, Theorem 5, pp. 191]. Thus, we have for some c > 0,

y−1
∑
p≤x

τ3(p− 1)τ2(p− 1)
∗∑

χ(mod p)

1

ord(χ)

∣∣∣∣∣∣
∑
a≤y

χ(a)

∣∣∣∣∣∣� x exp(−c
√

log x).

The contribution of all pairs of characters (χ1, χ2) for which χ1 and χ2 both are principal is by [S2, Lemma
12] and

∑
d|n φ(d) = n,

= y−2
∑
p≤x

∑
w|p−1

t| p−1
w

φ
(
p−1
w

)
p− 1

φ
(
p−1
wt

)
p− 1

(
y +O

(
y

p

))2

=
∑
p≤x

∑
w|p−1

φ
(
p−1
w

)
w(p− 1)

(
1 +O

(
1

p

))2

= CLi(x) +O

(
x

logA x

)
.

This completes the proof of (5).
For the proof of (6), it is enough to show that

y−2
∑
a≤y
b≤y

 ∑
p≤x

`b(p)|`a(p)

1−
∑
p≤x
w|p−1

φ(p−1
w )

w(p− 1)


2

= O
(
x2 exp(−c

√
log x)

)
.

We write the sum on the left y−2
∑

(
∑

1−
∑

2)2 after expanding the inner square as y−2
∑

(
∑2

1 +
∑2

2−2
∑

1

∑
2).

Then by putting `b(p) = w, `a(p) = wt, `b(q) = u, and `a(q) = us respectively, and by changing the order
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of the summations in y−2
∑∑2

1, we have

y−2
∑
a≤y

∑
b≤y

∑
p≤x

`b(p)|`a(p)

∑
q≤x

`b(q)|`a(q)

1

= y−2
∑
p≤x

∑
q≤x

∑
w|p−1

t| p−1
w

∑
u|q−1

s| q−1
u

∑
χ1,χ2(mod p)
χ3,χ4(mod q)

cw(χ1)cwt(χ2)cu(χ3)cus(χ4)
∑
a≤y

χ1χ3(a)
∑
b≤y

χ2χ4(b).

The contribution of the 4-tuple of characters (χ1, χ2, χ3, χ4) such that all four characters are principal is

precisely y−2
∑∑2

2. Similarly expanding the sum y−2
∑∑

1

∑
2 using the character sums, we see that

those contribution of tuples of all four principal characters is cancelled in y−2
∑

(
∑2

1 +
∑2

2−2
∑

1

∑
2).

Thus, we consider the contribution of the 4-tuple of characters (χ1, χ2, χ3, χ4) such that at least one of
these four characters is nonprincipal. Among these, it is easily seen that the contribution of p = q is
O(x/ log x). We assume that p 6= q. Then if one of χ1 or χ3 is nonprincipal, then χ1χ3 is nonprincipal
mod pq. Similarly, if one of χ2 or χ4 is nonprincipal, then χ2χ4 is nonprincipal mod pq. Therefore, the
contribution is bounded by

y−2
∑
p≤x

∑
q≤x

τ3(p− 1)τ3(q − 1)τ2(p− 1)τ2(q − 1)
∑

χ1 (mod p)

∗∑
χ2 (mod q)

1

ord(χ1)ord(χ2)

∣∣∣∣∣∣
∑
a≤y

χ1χ2(a)

∣∣∣∣∣∣ y.
We split this sum into two parts where τ3(p−1)τ3(q−1)τ2(p−1)τ2(q−1) < exp(c3

√
log x) and τ3(p−1)τ3(q−

1)τ2(p− 1)τ2(q− 1) ≥ exp(c3
√

log x) with c3 = c2/2. The first part is O(x2 exp(−c
√

log x)) by Lemma 3.3.
The second part is O(x2 logN x exp(−c3

√
log x)) since

∑
p≤x

∑
q≤x τ

2
3 (p− 1)τ3

2 (p− 1)τ2
3 (q − 1)τ3

2 (q − 1) =

O(x2 logN x) for a fixed N > 0. Thus, we have

y−1
∑
p≤x

∑
q≤x

τ3(p− 1)τ3(q − 1)τ2(p− 1)τ2(q − 1)
∑

χ1 (mod p)

∗∑
χ2 (mod q)

1

ord(χ1)ord(χ2)

∣∣∣∣∣∣
∑
a≤y

χ1χ2(a)

∣∣∣∣∣∣
� x2 exp(−c

√
log x).

This completes the proof of (6). �

6. Average Estimates for g(`a(p))

The following results are proven in [EP, Lemma 2.1, 2.2]. The function g is either one of Ω(n) =
∑

pk|n 1

or ω(n) =
∑

p|n 1.

Lemma 6.1 (Erdős-Pomerance).

(17)
∑
p≤x

g(p− 1) = π(x) log log x+O(π(x)),

(18)
∑
p≤x

g(p− 1)2 = π(x)(log log x)2 +O(π(x) log log x).

Also by partial summation, the following are proven in [EP, Lemma 2.3, 2.4].

Corollary 6.1 (Erdős-Pomerance).

(19)
∑
p≤x

g(p− 1)

p
=

1

2
(log log x)2 +O(log log x),

(20)
∑
p≤x

g(p− 1)2

p
=

1

3
(log log x)3 +O((log log x)2).
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It is possible to obtain the following results on average by applying Lemma 3.3.

Lemma 6.2. If y > exp((α+ ε)
√

log x), then

(21)
∑
p≤x

1

y

∑
a≤y

g(`a(p)) = π(x) log log x+O(π(x)),

(22)
∑
p≤x

1

y

∑
a≤y

g(`a(p))

2

= π(x)(log log x)2 +O(π(x) log log x).

Here, g(n) = ω(n) or Ω(n).

Proof. We first consider g(n) = ω(n). We write the LHS of (21) as∑
p≤x

1

y

∑
a≤y

ω(`a(p)) =
1

y

∑
p≤x

∑
a≤y

∑
s|p−1

∑
q| p−1

s

∑
`a(p)= p−1

s

1

=
1

y

∑
p≤x

∑
a≤y

∑
s|p−1

∑
q| p−1

s

∑
χ(mod p)

cs(χ)χ(a)

=
1

y

∑
p≤x

∑
s|p−1

∑
q| p−1

s

∑
χ(mod p)

cs(χ)
∑
a≤y

χ(a).

Note that the sum over p and q are over prime numbers. The contribution of non-principal characters to
the sum is

� 1

y

∑
p≤x

τ3(p− 1)

∗∑
χ(mod p)

1

ord(χ)

∣∣∣∣∣∣
∑
a≤y

χ(a)

∣∣∣∣∣∣ ,
where the sum

∑∗ denotes the sum over non-principal primitive characters. Splitting the sum into τ3(p−
1) ≤ exp

(
c2
2

√
log x

)
and τ3(p − 1) > exp

(
c2
2

√
log x

)
, we obtain that the contribution of non-principal

characters is, by Lemma 3.3,

� x exp(−c3

√
log x),

where c3 is an absolute positive constant.
For the principal character χ0 modulo p, the contribution is

∑
p≤x

∑
s|p−1

∑
q| p−1

s

φ
(
p−1
s

)
p− 1

(
1 +O

(
1

p

))
=
∑
p≤x

∑
s|p−1

∑
q| p−1

s

φ
(
p−1
s

)
p− 1

+O

∑
p≤x

∑
s|p−1

∑
q| p−1

s

φ
(
p−1
s

)
p(p− 1)


=
∑
p≤x

1

p− 1

∑
s|p−1

φ(s)ω(s) +O

∑
p≤x

1

p(p− 1)

∑
s|p−1

φ(s)ω(s)

 .

By the elementary identity and estimate

∑
s|n

φ(s)ω(s) = n
∑
qk||n

(
1− 1

qk

)
= nω(n) +O

n∑
q|n

1

q

 = O(nω(n)),

the contribution of principal character becomes∑
p≤x

ω(p− 1) +O(π(x)).

Then the result (21) for g(n) = ω(n) follows by Lemma 6.1.
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For the proof of (22), we write the LHS of (22) for g(n) = ω(n) as

∑
p≤x

1

y

∑
a≤y

ω(`a(p))

2

=
1

y2

∑
p≤x

∑
a≤y

∑
b≤y

ω(`a(p))ω(`b(p))

=
1

y2

∑
p≤x

∑
a≤y

∑
b≤y

∑
s|p−1
t|p−1

∑
q| p−1

s

r| p−1
t

∑
`a(p)= p−1

s

∑
`b(p)=

p−1
t

1

=
1

y2

∑
p≤x

∑
a≤y

∑
b≤y

∑
s|p−1
t|p−1

∑
q| p−1

s

r| p−1
t

 ∑
χ1(mod p)

cs(χ1)χ1(a)

 ∑
χ2(mod p)

ct(χ2)χ2(b)



=
1

y2

∑
p≤x

∑
s|p−1
t|p−1

∑
q| p−1

s

r| p−1
t

∑
χ1(mod p)
χ2(mod p)

cs(χ1)ct(χ2)
∑
a≤y

χ1(a)
∑
b≤y

χ2(b).

Here, the indices p, q, and r are primes.
To find the contribution of pairs (χ1, χ2) when one of the characters is non-principal, without loss of

generality we assume that χ1 is non-principal. This case contributes to

� 1

y

∑
p≤x

τ3(p− 1)2τ(p− 1)
∗∑

χ1(mod p)

1

ord(χ1)

∣∣∣∣∣∣
∑
a≤y

χ1(a)

∣∣∣∣∣∣ .
Splitting the sum into τ3(p− 1)2τ(p− 1) ≤ exp

(
c2
2

√
log x

)
and τ3(p− 1)2τ(p− 1) > exp

(
c2
2

√
log x

)
, we see

that the contribution of this case is, by Lemma 3.3,

� x exp(−c4

√
log x),

where c4 is an absolute positive constant.
The contribution of the case in which both characters χ1 and χ2 are principal is treated as

∑
p≤x

∑
s|p−1
t|p−1

∑
q| p−1

s

r| p−1
t

φ
(
p−1
s

)
p− 1

φ
(
p−1
t

)
p− 1

(
1 +O

(
1

p

))2

=
∑
p≤x

∑
s|p−1
t|p−1

∑
q| p−1

s

r| p−1
t

φ
(
p−1
s

)
p− 1

φ
(
p−1
t

)
p− 1

(
1 +O

(
1

p

))2

=
∑
p≤x

1

(p− 1)2

∑
s|p−1
t|p−1

φ(s)ω(s)φ(t)ω(t)

(
1 +O

(
1

p

))2

=
∑
p≤x

1

(p− 1)2

∑
s|p−1

φ(s)ω(s)

2(
1 +O

(
1

p

))2

=
∑
p≤x

ω(p− 1) +O

∑
q|p−1

1

q

2(
1 +O

(
1

p

))
.

By the Cauchy-Schwarz inequality and (18), the last expression is,

=
∑
p≤x

ω(p− 1)2 +O(π(x) log log x)

= π(x)(log log x)2 +O(π(x) log log x).

Therefore, we have (22) for g(n) = ω(n). For g(n) = Ω(n), we may use the estimates for g(n) = Ω(n) in
Lemma 6.1. Then the proofs of (21) and (22) are complete. �
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Also, by partial summation, the following estimates are immediate.

Corollary 6.2. If y > exp((α+ ε)
√

log x), then

(23) A(x) :=
∑
p≤x

1
y

∑
a≤y g(`a(p))

p
=

1

2
(log log x)2 +O(log log x),

(24) B(x)2 :=
∑
p≤x

(
1
y

∑
a≤y g(`a(p))

)2

p
=

1

3
(log log x)3 +O((log log x)2).

Here, g(n) = ω(n) or Ω(n).

7. Kubilius-Shapiro Theorem and Proof of Theorem 1.3

We say that an arithmetic function f(n) is strongly additive if f(mn) = f(m)+f(n) for any (m,n) = 1,
and f(pa) = f(p) for any a ≥ 1. The following result by Kubilius and Shapiro will be essential in this
paper (see [E, Theorem 12.2]).

Lemma 7.1 (Kubilius-Shapiro). Let f(n) be a strongly additive function. Let

A(x) :=
∑
p≤x

f(p)

p
, B(x)2 :=

∑
p≤x

f(p)2

p
.

Suppose that for any ε > 0,

lim
x→∞

1

B(x)2

∑
p≤x

|f(p)|>εB(x)

f(p)2

p
= 0.

Then for any fixed real number u,

lim
x→∞

1

x
#

{
n ≤ x :

f(n)−A(x)

B(x)
≤ u

}
= G(u).

We define a strongly additive arithmetic function by

F (n) :=
1

y

∑
a≤y

∑
p|n

Ω(`a(p)).

As treated in [MS, (38)] and [EP, p. 348], we have for any ε > 0,

∑
p≤x

|F (p)|>εB(x)

F (p)2

p
=

∑
p≤x

|F (p)|>εB(x)

(
1
y

∑
a≤y Ω(`a(p))

)2

p

≤
∑
p≤x

|Ω(p−1)|>εB(x)

Ω(p− 1)2

p
= o(B(x)2).

Therefore, by Kubilius-Shapiro theorem, we have

lim
x→∞

1

x
#

n ≤ x :
F (n)− 1

2(log log x)2

1√
3
(log log x)

3
2

≤ u

 = G(u).

In order to prove Theorem 1.3, we need to show that the four functions

F (n), G(n) :=
1

y

∑
a≤y

∑
p|n

ω(`a(p)),
1

y

∑
a≤y

Ω(`a(n)), and
1

y

∑
a≤y

ω(`a(n))

are not very much different. We prove inequalities between the four functions without averaging and
uniform in a.
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Lemma 7.2. For any a ≥ 1, we have∑
p|n

ω(`a(p)) +O(ω(n))+O(Ω(φ(n))− ω(φ(n))) ≤ ω(`a(n))

≤ Ω(`a(n)) ≤
∑
p|n

Ω(`a(p)) +O(Ω(n)− ω(n)).

Proof. The inequality in the middle is clear. The last inequality is by

`a(n) = LCM
pk||n

`a(p
k),

which implies

`a(n)|
∏
pk||n

`a(p
k).

Note that `a(p
k) ≤ `a(p) + k − 1 for any a and p. If (a, p) 6= 1, then `a(p

k) = `a(p) = `a(1) = 1 due to the

extended definition of `a(p). If (a, p) = 1, then a`a(p) ≡ 1 (mod p). This gives ap
k−1`a(p) ≡ 1 (mod p). It

follows that `a(p
k)|pk−1`a(p). Thus, the claim follows. Then

Ω(`a(n)) ≤
∑
pk||n

Ω(`a(p
k)) ≤

∑
pk||n

(Ω(`a(p)) + k − 1) =
∑
p|n

Ω(`a(p)) + Ω(n)− ω(n).

Thus, the third inequality follows.
For the first inequality, we use the following again

`a(n) = LCM
pk||n

`a(p
k).

This shows that

ω(`a(n)) = ω(`a(rad(n))) +O(ω(n)) = ω(LCM
p|n

`a(p)) +O(ω(n)).

Note that by `a(p)|p− 1, we have∑
p|n

ω(`a(p))− ω(LCM
p|n

`a(p)) =
∑

q|LCM
p|n

`a(p)

q|`a(p) for k ≥ 2 primes p|n

(k − 1) ≤
∑

q|LCM
p|n

p−1

q|p−1 for k ≥ 2 primes p|n

(k − 1).

That is,

0 ≤
∑
p|n

ω(`a(p))− ω(LCM
p|n

`a(p)) ≤
∑
p|n

ω(p− 1)− ω(λ(rad(n))) ≤ Ω(φ(n))− ω(φ(n)) +O(ω(n)).

Here, λ(n) is the Carmichael’s lambda function and rad(n) is the largest square-free divisor of n. Thus,

ω(`a(n))−
∑
p|n

ω(`a(p)) = O(Ω(φ(n))− ω(φ(n))) +O(ω(n)).

This proves the first inequality. �

Lemma 7.3. We have∑
p|n

(Ω(`a(p))− ω(`a(p))) = O(Ω(φ(n))− ω(φ(n))) +O(ω(n)).

Proof. Note that

0 ≤
∑
p|n

(Ω(`a(p))− ω(`a(p))) =
∑
p|n

∑
qk||`a(p)
k≥2

(k − 1) ≤
∑
p|n

∑
q`||p−1
`≥2

(`− 1) =
∑
p|n

(Ω(p− 1)− ω(p− 1)).

We have ∑
p|n

Ω(p− 1) ≤ Ω(φ(n))
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and ∑
p|n

ω(p− 1) ≥ ω(λ(rad(n))) = ω(φ(n)) +O(ω(n)).

Thus, ∑
p|n

(Ω(p− 1)− ω(p− 1)) = O(Ω(φ(n))− ω(φ(n))) +O(ω(n)).

�

As a consequence, the differences between any two members of the setΩ(`a(n)), ω(`a(n)),
∑
p|n

Ω(`a(p)),
∑
p|n

ω(`a(p))


are, uniformly for a,

O(Ω(φ(n))− ω(φ(n))) +O(Ω(n)).

Now, we are ready to prove Theorem 1.3.

Proof of Theorem 1.3. Applying the average over a ≤ y, the differences between any two members of the
set 1

y

∑
a≤y

Ω(`a(n)),
1

y

∑
a≤y

ω(`a(n)),
1

y

∑
a≤y

∑
p|n

Ω(`a(p)),
1

y

∑
a≤y

∑
p|n

ω(`a(p))


are also

O(Ω(φ(n))− ω(φ(n))) +O(Ω(n)).

By the Hardy-Ramanujan theorem [MV, Corollary 2.13], it is well-known that Ω(n) = O(log log x) for all
but o(x) integers n ≤ x. By [EP, (3.5)], we have Ω(φ(n)) − ω(φ(n)) = O((log log x)(log log log log x)) for
all but o(x) integers n ≤ x. Thus, except possibly for o(x) integers n ≤ x, we have

O(Ω(φ(n))− ω(φ(n))) +O(Ω(n)) = O((log log x)(log log log log x)) = o((log log x)
3
2 ).

Therefore, we also have (7) for the functions

1

y

∑
a≤y

Ω(`a(n)), and
1

y

∑
a≤y

ω(`a(n)).

This completes the proof of Theorem 1.3. �

8. Proof of Theorem 1.4

We prove that φ(n)τ(n)/n can be written as a Dirichlet convolution identity. This identity is used in
proving a result (see Lemma 8.5) similar to the Titchmarsh Divisor Problem.

Lemma 8.1. We have

(25)
φ(n)

n
τ(n) =

∑
d|n

τ(d)f
(n
d

)
,

where
∞∑
n=1

f(n)

ns
=
∏
p

(
1− 2

ps+1
+

1

p2s+1

)
is absolutely convergent on <(s) > 0.
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Proof. We begin with
∞∑
n=1

φ(n)
n τ(n)

ns
=
∞∑
n=1

τ(n)

ns

∞∑
n=1

f(n)

ns
.

Then we have

∞∑
n=1

f(n)

ns
=
∏
p

1 +

(
1− 1

p

)
2

ps
+

(
1− 1

p

)
3

p2s
+ · · ·

(1− 1

ps

)2

=
∏
p

(
1− 1

p

(
2

ps
− 1

p2s

))
=
∏
p

(
1− 2

ps+1
+

1

p2s+1

)
.

This Dirichlet series is absolutely convergent on <(s) > 0. �

The numbers C1(a, r) and C2(a, r) are defined in [F] as

C1(a, r) :=
ζ(2)ζ(3)

ζ(6)

∏
p|a

(
1− p

p2 − p+ 1

)∏
p|r

(
1 +

p− 1

p2 − p+ 1

)
,

C2(a, r) := C1(a, r)

γ −∑
p

log p

p2 − p+ 1
+
∑
p|a

p2 log p

(p− 1)(p2 − p+ 1)
−
∑
p|r

(p− 1)p log p

p2 − p+ 1

 .

Here, γ is the Euler’s constant. We write C1 := C1(1, 1). Denote by q′ the largest positive square-free
divisor of q. The following is Theorem 2.4 in [F].

Lemma 8.2 (Titchmarsh Divisor Problem-Fiorilli). Let 1 ≤ q ≤ xλ with λ < 1/10. Then we have for any
A > 0,

(26)
∑
p≤x
p≡1(q)

τ

(
p− 1

q

)
log p =

x

q

[
C1(1, q) log x+ 2C2(1, q) + C1(1, q) log

(q′)2

eq

]
+ Eq(x) +O

(
x

1
2

+ε

q

)
,

where ∑
q<xλ

|Eq(x)| = O

(
x

logA x

)
.

Applying this lemma, we prove the following that will play a central role in estimating error terms.

Lemma 8.3. Under the same assumptions as in Lemma 8.2, the term Eq(x) also satisfies

(27)
∑
q<xλ

τ(q)|Eq(x)| = O

(
x

logA x

)
.

Proof. Note that there is a fixed N > 0 such that |Eq(x)| ≤ x logN x
q and

∑
q≤x

τ2(q)
q ≤ logN x. We split the

sum into two parts: τ(q) < logA+2N x and τ(q) ≥ logA+2N x. The first part is treated by replacing A by
2A+ 2N in Lemma 8.2. The second part is bounded by∑

q<xλ

τ2(q)

logA+2N x
|Eq(x)| ≤

∑
q<xλ

xτ2(q)

q logA+N x
≤ x

logA x
.

�

In the following lemma, we consider two convergent expressions K1 and K2 in double sums.

Lemma 8.4. The following double sums over positive integers u, d converge absolutely:

(28) K1 =
∑
u,d

f(u)

d2u
C1(1, ud),
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(29) K2 =
∑
u,d

f(u)

d2u

(
2C2(1, ud) + C1(1, ud) log

((ud)′)2

eud

)
.

Moreover, K1 can be written as an Euler product,

K1 =
∏
p

(
1 +

1

p3 − p

)
.

Proof. From the definitions of C1(a, q) and C2(a, q) in [F, Section 3], we see that there is a fixed N > 0
such that |C1(1, q)| + |C2(1, q)| = O(logN q). Thus, the double sums K1 and K2 converge absolutely. Let

C1 = ζ(2)ζ(3)
ζ(6) . Also, if we write K1 as Euler product, we have

K1 =
∑
d,u

f(u)C1(1, du)

d2u
=
∑
q

C1(1, q)
∑
du=q

f(u)

d2u

= C1

∏
p

[
1 +

(
1 +

p− 1

p2 − p+ 1

)[(
1− 2

p2
+

1

p3

)(
1− 1

p2

)−1

− 1

]]

=
∏
p

p3 − p+ 1

p3 − p
=
∏
p

(
1 +

1

p3 − p

)
.

�

The following mean value theorem will be useful toward the proof of Theorem 1.4.

Lemma 8.5. There are constants Ki’s such that for any A > 0,

(30)
∑
p≤x

log p

p− 1

∑
d|p−1

τ(d)φ(d) = K1x log x+K2x+O

(
x

logA x

)
.

The constant K1 has an expression

K1 =
∏
p

(
1 +

1

p3 − p

)
≈ 1.231291.

Assuming the result of Lemma 8.5, the following corollary is proved by applying partial summation.

Corollary 8.1. Let K1, K2 be the constants in Lemma 8.1. Then we have for any A > 0,

(31)
∑
p≤x

1

p− 1

∑
d|p−1

τ(d)φ(d) = K1x+ (K1 +K2)Li(x) +O

(
x

logA x

)
.

Proof of Lemma 8.5. Interchanging the order of the sums, we have∑
p≤x

log p

p− 1

∑
d|p−1

τ(d)φ(d) =
∑
p≤x

log p

p− 1

∑
d|p−1

τ

(
p− 1

d

)
φ

(
p− 1

d

)

=
∑
d≤x−1

∑
p≤x
p≡1(d)

log p

p− 1
τ

(
p− 1

d

)
φ

(
p− 1

d

)

=
∑
d≤x−1

1

d

∑
p≤x
p≡1(d)

φ
(
p−1
d

)
p−1
d

τ

(
p− 1

d

)
log p.

By Lemma 8.1, the sum is

=
∑
d≤x−1

1

d

∑
u≤x−1

d

f(u)
∑
p≤x

p≡1(ud)

τ

(
p− 1

ud

)
log p.
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By τ
(
p−1
ud

)
log p� xε and du ≤ x− 1, we have

∑
p≤x

p≡1 (mod ud)

τ

(
p− 1

ud

)
log p� x1+ε

ud
.

Thus,

∑
max(u,d)≥x1/22

|f(u)|
d

∑
p≤x

p≡1(ud)

τ

(
p− 1

ud

)
log p�

∑
max(u,d)≥x1/22

|f(u)|x1+ε

d2u
� x21/22+ε.

We may truncate the sums over d and u. Then we apply Lemma 8.2 to treat the inner sum over p.

=
∑

d<x1/22

∑
u<x1/22

f(u)

d

∑
p≤x

p≡1(ud)

τ

(
p− 1

ud

)
log p+O(x21/22+ε)

=
∑

d<x1/22

u<x1/22

f(u)

d

x

ud

[
C1(1, ud) log x+ 2C2(1, ud) + C1(1, ud) log

((ud)′)2

eud

]

+
∑

d<x1/22

u<x1/22

f(u)

d
Eud(x) +O

 ∑
d<x1/22

u<x1/22

x
1
2

+ε

ud

+O(x21/22+ε).

By Lemma 8.3 and 8.4, we have

= x log x
∑
d,u

f(u)

d2u
C1(1, ud) + x

∑
d,u

f(u)

d2u

(
2C2(1, ud) + C1(1, ud) log

((ud)′)2

eud

)

+O

(
x

logA x

)
+O(x21/22+ε)

= K1x log x+K2x+O

(
x

logA x

)
.

�

A similar application of the above method yields an asymptotic formula of an independent interest. For
any A > 1 and an absolute constant K4, we have

∑
p≤x

τ(p− 1)φ(p− 1)

p− 1
=

6

π2
x+K4Li(x) +O

(
x

logA x

)
.

Now, we are ready to prove Theorem 1.4.

Proof of Theorem 1.4. The contribution of a ≤ y for which p|a and p ≤ x is

� 1

y

∑
p≤x

1 ·
(

1 +
y

p

)
� x

y log x
+ log log x.
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Then

y−1
∑
a≤y

∑
p≤x

(a,p)=1

τ(`a(p)) = y−1
∑
a≤y

∑
p≤x

(a,p)=1

∑
d|`a(p)

1

= y−1
∑
a≤y

∑
p≤x

∑
w|p−1

∑
d| p−1

w

∑
`a(p)= p−1

w

1

= y−1
∑
p≤x

∑
w|p−1

d| p−1
w

∑
χ(mod p)

cw(χ)
∑
a≤y

χ(a).

The contribution of the principal characters modulo p is

∑
p≤x

∑
w|p−1

φ
(
p−1
w

)
τ
(
p−1
w

)
p− 1

=
∑
p≤x

∑
d|p−1 φ(d)τ(d)

p− 1
,

which is K1x+ (K1 +K2)Li(x) +O(x log−B x) by Corollary 8.1.
The contribution of non-principal characters to the sum is

� 1

y

∑
p≤x

τ3(p− 1)

∗∑
χ(mod p)

1

ord(χ)

∣∣∣∣∣∣
∑
a≤y

χ(a)

∣∣∣∣∣∣
which is � x exp(−c

√
log x) as we have seen in the proof of Lemma 6.2. Then the proof of Theorem 1.4 is

complete. �

9. Further Developments

The method in this paper applies to several other results relying on Stephens’ method. The result of
Theorem 1.1 can be stated as a special case of [AF2, Theorem 1.4]. If we replace [AF2, Lemma 3.2] by
Lemma 3.1-3.3, the result of [AF2, Theorem 1.4] holds true for y > exp((α+ ε)

√
log x). If we replace [AF,

Lemma 2.5] by Lemma 3.1-3.3, we may be able to determine a lower bound of c1 in the results of [AF].
Moreover, the results of [PM] rely on [S1]. Thus, we may replace corresponding lemmas in [PM] to obtain
an improved result. Another set of problems we can consider is on the multiplicative order of a modulo n,
and primitive roots in (Z/nZ)∗. These are studied in [L], [LP], and they rely on [S1]. The corresponding
improvements of the results by using the idea of Lemma 3.1-3.3 will be carried on in an upcoming paper.
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356-372.
[MV] H. Montgomery, R. Vaughan, Multiplicative Number Theory I, Classical Theory, Cambridge University Press 2006.
[S1] P. J. Stephens, An Average Result for Artin’s Conjecture, Mathematika, Volume 16, Issue 2, December 1969, pp.

178-188.
[S2] P. J. Stephens, Prime Divisors of Second Order Linear Recurrences II, Journal of Number Theory, Volume 8, Issue 3,

August 1976, pp. 333-345.
[T] G. Tenenbaum, Introduction to Analytic and Probabilistic Number Theory, Cambridge University Press 1995.


