Dec 13, 2014

MATH 462: Final exam review questions

1. Let 8 = (v1,v2,...,v,) be a basis of a vector space V. Prove that every vector in V' can

be represented uniquely as a linear combination of vectors in .

2. Find a basis (po(z),...,pn(z)) for the vector space P"(F) such that each p;(x) is a

polynomial of degree n. Justify your answer.

3. Consider the matrix

f1 (l’) 12 Ce Q1
A(x) _ CL:21 fQ(SL’) e a?n ’
QAn1 (07%) Ce fn<l’>

where the diagonal entries fi(z), ..., f,(x) are polynomials in P(F), and the off-diagonal
entries a;;, i # j are scalars in F. Show that det(A4) € P(F) and

deg A(z) < Z deg fi().

4. (a) If A e M™"(IF) is a matrix with entries a;; and f(¢) = det(A — tI), prove that

f(t) = (a1 —t) ... (ann, —t) + q(t),

where ¢(t) is a polynomial of degree at most n — 2.

(b) Use part (a) to show that the coefficient at the (n—1)-st power of ¢ in the polynomial
f(t) is (=1)"'tr(A), where tr(A) = > | a; is the trace of the matix A.

5. Let A, B € M™*"(F) be n x n matrices.

(a) Prove that tr(A + B) = tr(A) + tr(B).
(b) Prove that tr(AB) = tr(BA).

6. If A,B € M™"(F) are similar matrices, prove that tr(A) = tr(B). Hint: use Problem
4.

7. Define the operators T" and U on the space P(R) of all polynomials in variable x as

follows:
T(f(x) = f'(z),  U(f(z))=2f(x)
Is the relation TU = UT valid? Find the operator TU — UT.
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. Assuming that T and U are linear operators on a vector space V', such that TU —-UT = I,

prove that
T"U —UT™ =mT™ "', m=1,2,...

Prove that the condition TU — UT = I can never be satisfied for operators T" and U on
a finite-dimensional vector space. [Hint: Use Problems 5 and 6.] Comment: the result

of Problem 7 shows that the condition of finite-dimensionality is essential here.

Let T is a linear operator on a finite-dimensional vector space V. Prove that V =
R(T) + N(T) implies V.= R(T) & N(T'). Give a counter-example to this statement in

the case when V is infinite-dimensional.

A linear operator T': V — V is called a projection if 7% = T. If T # 0 is a projection

show that the range of T is the eigenspace corresponding to the eigenvalue 1.

A linear operator T': V' — V is called nilpotent if TP = 0 for certain positive integer p.

Prove that if an operator is nilpotent then 0 is its only eigenvalue.

For the linear operator T : R? — R? defined by Ty (z) = Az, v € R?, where

give an example of a one-dimensional and a two-dimensional invariant subspace.

Let T" be a linear operator on a finite-dimensional vector space V' and let W; and W5 be
T-invariant subspaces of V' such that V = W; @& Ws5. Let § = 1 U Sy be a basis for V,
such that ; are bases for W;, i = 1,2. Prove that

[T]ﬁ:(j?)l j)) where AiZ[TWi]gi, 1=1,2.
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Let T', U be linear operators on a vector space V', such that UT =TU.

(a) Prove that R(U), N(U) are T-invariant.
(b) f W ={zeV:3peN (UP(z) =0)} then W is T-invariant.



16. Compute the determinant of a 2k x 2k matrix:

o
3
S
o

0O m - -+ mn 0
m 0
0 k . . . .
17. Let A = . nE Find all £ € R such that lim A" is finite.
f— n—oo

18. Is there a vector space V' and a linear operator 7" on V such that T" has exactly three

T-invariant subspaces?

19. Let A be the complex matrix

o O O o O

I

—_
S = = O N O
S = O N O O
S = N O O O
_— NN O O O O

Find the Jordan canonical form of A and a Jordan basis. Hint:
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