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I have striven not to laugh at human actions, not to weep at them, not to hate them,

but to understand them. – Baruch Spinoza, Tractatus Politicus, 1676

(xi) This book is about why it’s so hard for us to get along.  (xii) My goal in this book is to drain some of the heat, anger, and divisiveness out of these topics (morality, politics, and religion) and replace them with awe, wonder, and curiosity.

(26) *   The moral domain varies by culture. It is unusually narrow in Western, educated, and individualistic cultures. Sociocentric cultures broaden the moral domain to encompass and regulate more aspects of life.

*    People sometimes have gut feelings — particularly about disgust and disrespect — that can drive their reasoning. Moral reasoning is sometimes a post hoc fabrication.

*    Morality can’t be entirely self-constructed by children based on their growing understanding of harm. Cultural learning or guidance must play a larger role than rationalist theories had given it.

If morality doesn’t come primarily from reasoning, then that leaves some combination of innateness and social learning as the most likely candidates. In the rest of this book I’ll try to explain how morality can be innate (as a set of evolved intuitions) and learned (as children learn to apply those intuitions within a particular culture). We’re born to be righteous, but we have to learn what, exactly, people like us should be righteous about.

(44) We do moral reasoning not to reconstruct the actual reasons why we ourselves came to a judgment; we reason to find the best possible reasons why somebody else ought to join us in our judgment.

(45) In The Happiness Hypothesis (book), I called these two kinds of cognition the rider (controlled processes, including “reasoning-why”) and the elephant (automatic processes, including emotion, intuition, and all forms of “seeing-that”). 


We make our first judgments rapidly, and we are dreadful at seeking out evidence that might discomfirm those initial judgments. Yet friends can do for us what we cannot do for ourselves: they can challenge us, giving us reasons and arguments…that sometimes trigger new intuitions, thereby making it possible for us to change our minds. (47)

If you really want to change someone’s mind on a moral or political matter, you’ll need to see things from that person’s angle as well as your own. And if you do truly see it the other person’s way — deeply and intuitively — you might even find your own mind opening in response. Empathy is an antidote to righteousness, although it’s very difficult to empathize across a moral divide. (49)

*    The mind is divided into parts, like a rider (controlled processes) on an elephant (automatic processes). The rider evolved to serve the elephant.

*    You can see the rider serving the elephant when people are morally dumbfounded. They have strong gut feelings about what is right and wrong, and they struggle to construct post hoc justifications for those feelings. Even when the servant (reasoning) comes back empty-handed, the master (intuition) doesn’t change his judgment.

*    The social intuitionist model starts with Hume’s model and makes it more social. Moral reasoning is part of our lifelong struggle to win friends and influence people. That’s why I say that “intuitions come first, strategic reasoning second.” You’ll misunderstand moral reasoning if you think about it as something people do by themselves in order to figure out the truth.

*    Therefore, if you want to change someone’s mind about a moral or political issue, talk to the elephant first. If you ask people to believe something that violates their intuitions, they will devote their efforts to finding an escape hatch–a reason to doubt your argument or conclusion. They will almost always succeed. (49-50)

(52)  Three basic principles of moral psychology.  First is Intuitions come first, strategic reasoning second.

Brains evaluate everything in terms of potential threat or benefit to the self, and then adjust behavior to get more of the good stuff and less of the bad. Animal brains make such appraisals thousands of times a day with no need for conscious reasoning, all in order to optimize the brain’s answer to the fundamental question of animal life: Approach or avoid? (55)

The bottom line is that human minds, like animal minds, are constantly reacting intuitively to everything they perceive, and basing their responses on those reactions. Within the first second of seeing, hearing, or meeting another person, the elephant has already begun to lean toward or away, and that lean influences what you think and do next. Intuitions come first. (59)

(70) *   Brains evaluate instantly and constantly (as Wundt and Zajoc said).

*    Social and political judgments depend heavily on quick intuitive flashes (as Todorov and work with the IAT have shown).

*    Our bodily states sometimes influence our moral judgments. Bad smells and tastes can make people more judgmental (as can anything that makes people think about purity and cleanliness).

*    Psychopaths reason but don’t feel (and are severely deficient morally).

*    Babies feel but don’t reason (and have the beginnings of morality).

*    Affective reactions are in the right place at the right time in the brain (as shown by Damasio, Greene, and a wave of more recent studies).

(74) In this chapter I’ll show that reason is not fit to rule; it was designed to seek justification, not truth. I’ll show that Glaucon (Plato’s brother in The Republic) was right: people care a great deal more about appearance and reputation than about reality.  ...the most important principle for designing an ethical society is to make sure that everyone’s reputation is on the line all the time, so that bad behavior will always bring bad consequences.

Our moral thinking is much more like a politician searching for votes than a scientist searching for truth. (76)

…confirmation bias, the tendency to seek out and interpret new evidence in ways that confirm what you already think. People are quite good at challenging statements made by other people, but if it’s your belief, then it’s your possession - your child - and you want to protect it, not challenge it and risk losing it. (79-80)

(84) The difference between can and must is the key to understanding the profound effects of self-interest on reasoning.

…when we want to believe something, we ask ourselves, “Can I believe it?” Then ...we search for supporting evidence, and if we find even a single piece of pseudo-evidence, we can stop thinking. We now have permission to believe. We have a justification, in case anyone asks.


 In contrast, when we don’t want to believe something, we ask ourselves, “Must I believe it?” Then we search for contrary evidence, and if we find a single reason to doubt the claim, we can dismiss it. You only need one key to unlock the handcuffs of must. 

The partisan brain has been reinforced so many times for performing mental contortions that free it from unwanted beliefs. Extreme partisanship may be literally addictive. (88)

(91 *   We are obsessively concerned about what others think of us, although much of the concern is unconscious and invisible to us.

*    Conscious reasoning functions like a press secretary who automatically justifies any position taken by the president.

*    With the help of our press secretary, we are able to lie and cheat often, and then cover it up so effectively that we convince even ourselves.

*    Reasoning can take us to almost any conclusion we want to reach, because we ask “Can I believe it?” when we want to believe something, but “Must I believe it?” when we don’t want to believe. The answer is almost always yes to the first question and no to the second.

*    In moral and political matters we are often groupish, rather than selfish. We deploy our reasoning skills to support our team, and to demonstrate commitment to our team.

(110)  The second principle of moral psychology is: There’s more to morality than harm and fairness. In support of this claim I described research showing that people who grow up in Western, educated, industrial, rich, and democratic (WEIRD) societies are statistical outliers on many psychological measures, including measures of moral psychology. I also showed that:

*    The WEIRDer you are, the more you perceive a world full of separate objects, rather than relationships.

*    Moral pluralism is true descriptively. As a simple matter of anthropological fact, the moral domain varies across cultures.

*    The moral domain is unusually narrow in WEIRD cultures, where it is largely limited to the ethic of autonomy (i.e., moral concerns about individuals harming, oppressing, or cheating other individuals). It is broader–including the ethics of community and divinity–in most other societies, and within religious and conservative moral matrices within WEIRD societies.

*    Moral matrices bind people together and blind them to the coherence, or even existence, of other matrices. This makes it very difficult for people to consider the possibility that there might really be more than one form of moral truth, or more than one valid framework for judging people or running a society.

(113)…moral monism — the attempt to ground all of morality on a single principle — leads to societies that are unsatisfying to most people and at high risk of becoming inhumane because they ignore so many other moral principles.           (125)
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(127)  The second principle of moral psychology is:  There’s more to morality than harm and fairness.   (some of the what mores here)

*    Morality is like taste in many ways–an analogy made long ago by Hume and Mencius.

*    Deontology and utilitarianism are “one-receptor” moralities that are likely to appeal most strongly to people who are high on systemizing and low one empathizing.

*    Hume’s pluralist, sentimentalist, and naturalist approach to ethics is more promising than utilitarianism or deontology for modern moral psychology. As a first step in resuming Hume’s project, we should try to identify the taste receptors of the righteous mind.

*    Modularity can help us think about innate receptors, and how they produce a variety of initial perceptions that get developed in culturally variable ways.

*    Five good candidates for being taste receptors of the righteous mind are care, fairness, loyalty, authority, and sanctity.

(131)  Nature provides a first draft, which experience then revises…”Built-in” does not mean unmalleable; it means “organized in advance of experience.” – Gary Marcus

(153) ...if you look for links between evolutionary theory and anthropological observations, you can take some educated guesses about what was in the universal first draft of human nature. I tried to make (and justify) five such guesses:

*   The Care/harm foundation evolved in response to the adaptive challenge of caring for vulnerable children. It makes us sensitive to signs of suffering and need; it makes us despise cruelty and want to care for those who are suffering.

*    The Fairness/cheating foundation evolved in response to the adaptive challenge of reaping the rewards of cooperation without getting exploited. It makes us sensitive to indications that another person is likely to be good (or bad) partner for collaboration and reciprocal altruism. It makes us want to shun or punish cheaters.

*    The Loyalty/betrayal foundation evolved in response to the adaptive challenge of forming and maintaining coalitions. It makes us sensitive to signs that another person is (or is not) a team player. It makes us trust and reward such people, and it makes us want to hurt, ostracize, or even kill those who betray us or our group.

*    The Authority/subversion foundation evolved in response to the adaptive challenge of forging relationships that will benefit us within social hierarchies. It makes us sensitive to signs of rank or status, and to signs that other people are (or are not) behaving properly, given their position.

*    The Sanctity/degradation foundation evolved initially in response to the adaptive challenge of the omnivore’s dilemma, and then to the broader challenge of living in a world of pathogens and parasites. It includes the behavioral immune system, which can make us wary of a diverse array of symbolic objects and threats. It makes it possible for people to invest objects with irrational and extreme values — both positive and negative — which are important for binding groups together.

(169) ...we added a provisional sixth foundation - Liberty/oppression

(175) The hatred of oppression is found on both sides of the political spectrum. The difference seems to be that for liberals–who are more universalistic and who rely more heavily upon the Care/harm foundation–the Liberty/oppression foundation is employed in the service of underdogs, victims, and powerless groups everywhere. It leads liberals (but not others) to sacralize equality, which is then pursued by fighting for civil rights and human rights. Liberals sometimes go beyond equality of rights to pursue equality of outcomes, which cannot be obtained in a capitalist system. This may be why the left usually favors higher taxes on the rich, high levels of services provided to the poor, and sometimes a guaranteed minimum income for everyone.


Conservatives, in contrast are more parochial — concerned about their groups, rather than all of humanity. For them, the Liberty/oppression foundation and the hatred of tyranny supports many of the tenets of economic conservatism: don’t tread on me (with your liberal nanny state and its high taxes), don’t tread on my business (with your oppressive regulations), and don’t tread on my nation (with your United Nations and your sovereignty-reducing international treaties).


American conservatives... sacralize the word liberty, not the word equality.  This unites them politically with libertarians.

(181) Moral Foundations Theory says that there are (at least) six psychological systems that comprise the universal foundations of the world’s many moral matrices. The various moralities found on the political left tend to rest most strongly on the Care/harm and Liberty/oppression foundations.


(183) The Fairness/cheating foundation is about proportionality...  Everyone cares about proportionality...  but conservatives care more... when fairness is restricted to proportionality.


The remaining three foundations - Loyalty/betrayal, Authority/subversion, and Sanctity/degradation - show the biggest and most consistent partisan differences.  Liberals are ambivalent about these foundations at best, whereas social conservatives embrace them.  (Libertarians have little use for them, which is why they tend to support liberal positions on social issues...)

(191) Let me be more precise. When I say that human nature is selfish, I mean that our minds contain a variety of mental mechanisms that make us adept at promoting our own interests, in competition with our peers. When I say that human nature is also groupish, I mean that our minds contain a variety of mental mechanisms that make us adept at promoting our group’s interests, in competition with other groups. We are not saints, but we are sometimes good team players. 


...the third and final principle of moral psychology: Morality binds and blinds.  I will suggest that human nature is mostly selfish, but with a groupish overlay that resulted from the fact that natural selection works at multiple levels simultaneously.

(220) We humans have a dual nature–we are selfish primates who long to be a part of something larger and nobler than ourselves. We are 90 percent chimp and 10 percent bee. If you take that claim metaphorically, then the groupish and hivish things that people do will make a lot more sense. It’s almost as though there’s a switch in our heads that activates our hivish potential when conditions are just right. 

(244) Happiness comes from between. It comes from getting the right relationships between yourself and others, yourself and your work, and yourself and something larger than yourself.  Once you understand our dual nature, including our groupish overlay, you can see why happiness comes from between. 

(250)  Believing, doing, and belonging are three complementary yet distinct aspects of religiosity, according to many scholars. When you look at all three aspects at the same time, you get a view of the psychology of religion that’s very different from the view of the New Atheists. I’ll call this competing model the Durkheimian model, because it says that the function of those beliefs and practices is ultimately to create a community.

…the very ritual practices that the New Atheists dismiss as costly, inefficient, and irrational turn out to be a solution to one of the hardest problems humans face: cooperation without kinship. Irrational beliefs can sometimes help the group function more rationally, particularly when those beliefs rest upon the Sanctity foundation. Sacredness binds people together, and then blinds them to the arbitrariness of the practice. (257)

(267)  The only thing that was reliably and powerfully associated with the moral benefits of religion was how enmeshed people were in relationships with their co-religionists.  It’s the friendships and group activities, carried our within a moral matrix that emphasizes selflessness.  That’s what brings out the best in people.

(270) Moral systems are interlocking sets of values, virtues, norms, practices, identities, institutions, technologies, and evolved psychological mechanisms that work together to suppress or regulate self-interest and make cooperative societies possible.

We humans have an extraordinary ability to care about things beyond ourselves, to circle around those things with other people, and in the process to bind ourselves into teams that can pursue larger projects. That’s what religion is all about. And with a few adjustments, it’s what politics is about too. (273)

(284 from Christian Smith in Moral, Believing Animals)  Each grand narrative identifies a beginning (“once upon a time”), a middle (in which a threat or challenge arises), and an end (in which a resolution is achieved). Each narrative is designed to orient listeners morally—to draw their attention to a set of virtues and vices, or good and evil forces—and to impart lessons about what must be done now to protect, recover, or attain the sacred core of the vision.


One such narrative, which Smith calls the "liberal progress narrative," organizes much of the moral matrix of the American academic left. It goes like this:

Once upon a time, the vast majority of human persons suffered in societies and social institutions that were unjust, unhealthy, repressive, and oppressive. These traditional societies were reprehensible because of their deep-rooted inequality, exploitation, and irrational traditionalism. .. . But the noble human aspiration for autonomy, equality, and prosperity struggled mightily against the forces of misery and oppression, and eventually succeeded in establishing modern, liberal, democratic, capitalist, welfare societies. While modern social conditions hold the potential to maximize the individual freedom and pleasure of all, there is much work to be done to dismantle the powerful vestiges of inequality, exploitation, and repression. This struggle for the good society in which individuals are equal and free to pursue their self-defined happiness is the one mission truly worth dedicating one's life to achieving.

This narrative may not mesh perfectly with the moral matrices of the left in European countries (where, for example, there is more distrust of capitalism). Nonetheless, its general plotline should be recognizable to leftists everywhere. It's a heroic liberation narrative. Authority, hierarchy, power, and tradition are the chains that must be broken to free the "noble aspirations" of the victims.


Smith wrote this narrative before Moral Foundations Theory existed, but you can see that the narrative derives its moral force primarily from the Care/harm foundation (concern for the suffering of victims) and the Liberty/oppression foundation (a celebration (285) of liberty as freedom from oppression, as well as freedom to pursue self-defined happiness). In this narrative, Fairness is political equality (which is part of opposing oppression); there are only oblique hints of Fairness as proportionality. Authority is mentioned only as an evil, and there is no mention of Loyalty or Sanctity.


Contrast that narrative to one for modern conservatism. The clinical psychologist Drew Westen is another master of narrative analysis, and in his book The Political Brain he extracts the master narrative that was implicit, and sometimes explicit, in the major speeches of Ronald Reagan.


Reagan defeated Democrat Jimmy Carter in 1980, a time when Americans were being held hostage in Iran, the inflation rate was over 10 percent, and America's cities, industries, and self-confidence were declining. The Reagan narrative goes like this:

Once upon a time, America was a shining beacon. Then liberals came along and erected an enormous federal bureaucracy that handcuffed the invisible hand of the free market. They subverted our traditional American values and opposed God and faith at every step of the way. . . . Instead of requiring that people work for a living, they siphoned money from hardworking Americans and gave it to Cadillac-driving drug addicts and welfare queens. Instead of punishing criminals, they tried to "understand" them. Instead of worrying about the victims of crime, they worried about the rights of criminals. . . . Instead of adhering to traditional American values of family, fidelity, and personal responsibility, they preached promiscuity, premarital sex, and the gay lifestyle . . . and they encouraged a feminist agenda that undermined traditional family roles. . . . Instead of projecting strength to those who would do evil around the world, they cut military budgets, disrespected our soldiers in uniform, burned our flag, and chose negotiation and multilateralism. . . . Then Americans decided to take their country back from those who sought to undermine it.

(292)  ...we can define moral capital as the resources that sustain a moral community.  More specifically, moral capital refers to

the degree to which a community possesses interlocking sets of values, virtues, norms, practices, identities, institutions, and technologies that mesh well with evolved psychological mechanisms and thereby enable the community to suppress or regulate selfishness and make cooperation possible.

(293) Moral communities are fragile things, hard to build and easy to destroy. When we think about very large communities such as nations, the challenge is extraordinary and the threat of moral entropy is intense.


(294)  Nonetheless, if you are trying to change an organization or a society and you do not consider the effects of your changes on moral capital, you’re asking for trouble. This, I believe, is the fundamental blind spot of the left. It explains why liberal reforms so often backfire, and why communist revolutions usually end up in despotism. It is the reason I believe that liberalism–which has done so much to bring about freedom and equal opportunity–is not sufficient as a governing philosophy. It tends to overreach, change too many things too quickly, and reduce the stock of moral capital inadvertently. Conversely, while conservatives do a better job of preserving moral capital, they often fail to notice certain classes of victims, fail to limit the predations of certain powerful interests, and fail to see the need to change or update institutions as times change.


(295)  Every community is exposed to two opposite dangers: ossification through too much discipline and reverence for tradition, on the one hand; on the other hand, dissolution, or subjection to foreign conquest, through the growth of an individualism and personal independence that makes cooperation impossible. – Bertrand Russell

(294) A YIN AND TWO YANGS

In Chinese philosophy, yin and yang refer to any pair of contrasting or seemingly opposed forces that are in fact complementary and interdependent (e.g., night and day).

Yin: Liberal Wisdom
Point #1: Governments Can and Should Restrain Corporate Superorganisms


(296) Liberals emphasize the Care/harm foundation, also Liberty/oppression and fairness/cheating. Liberals are often suspicious of appeals to loyalty, authority, and sanctity...  For American liberals since the 1960s, I believe that the most sacred value is caring for victims of oppression.  (309) Liberals stand up for victims of oppression and exclusion. They fight to break down arbitrary barriers.

Point #2: Some Problems Really Can Be Solved by Regulation  (e.g., removing lead from gasoline)

Yang #1: Libertarian Wisdom
(301) The libertarian moral matrix rests primarily on Liberty, plus a bit of Fairness.  Haidt (302) stresses one counterpoint to liberalism: Markets Are Miraculous’

Yang #2: Social Conservative Wisdom
(305)  A more positive way to describe conservatives is to say that their broader moral matrix allows them to detect threats to moral capital that liberals cannot perceive. They do not oppose change of all kinds (such as the Internet), but they fight back ferociously when they believe that change will damage the institutions and traditions that provide our moral exoskeletons (such as the family).  Preserving those institutions and traditions is their most sacred value.

(306) Counterpoint #2: You Can’t Help the Bees by Destroying the Hive

(309) TOWARD MORE CIVIL POLITICS

The third-century Persian prophet Mani preached that the visible world is the battleground between the forces of light (absolute goodness) and the forces of darkness (absolute evil). Human beings are the front line in the battle; we contain both good and evil, and we each must pick one side and fight for it.


(310)  Mani's preaching developed into Manichaeism, a religion that spread throughout the Middle East and influenced Western thinking. If you think about politics in a Manichaean way, then compromise is a sin. God and the devil don't issue many bipartisan proclamations, and neither should you.


America's political class has become far more Manichaean since the early 1990s, first in Washington and then in many state capitals. The result is an increase in acrimony and gridlock, a decrease in the ability to find bipartisan solutions. What can be done?


To escape from this mess, I believe that psychologists must work with political scientists to identify changes that will indirectly undermine Manichaeism.  .. Nowadays the most liberal Republican is typically more conservative than the most conservative Democrat. And once the two parties became ideologically pure—a liberal party and a conservative party—there was bound to be a rise in Manichaeism.

...anything we can do to cultivate more positive social connections will alter intuitions and, thus, downstream reasoning and behavior. Other structural changes that might reduce Manichaeism include changing the ways that primary elections are run, the ways that electoral districts are drawn, and the ways that candidates raise money for their campaigns. (See a full list of potential remedies at www.CivilPolitics.org.)


(312) Morality binds and blinds. This is not just something that happens to people on the other side. We all get sucked into tribal moral communities. We circle around sacred values and then share post hoc arguments about why we are so right and they are so wrong. We think the other side is blind to truth, reason, science, and common sense, but in fact everyone goes blind when talking about their sacred objects.


If you want to understand another group, follow the sacredness. As a first step, think about the six moral foundations, and try to figure out which one or two are carrying the most weight in a particular controversy. And if you really want to open your mind, open your heart first. If you can have at least one friendly interaction with a member of the "other" group, you'll find it far easier to listen to what they're saying, and maybe even see a controversial issue in a new light. You may not agree, but you'll probably shift from Manichaean disagreement to a more respectful and constructive yin-yang disagreement.

(313) ...the increasing Manichaeism of American political life is not something we can address by signing pledges and resolving to be nicer. Our politics will become more civil when we find ways to change the procedures for electing politicians and the institutions and environments within which they interact.


Morality binds and blinds. It binds us into ideological teams that fight each other as though the fate of the world depended on our side winning each battle. It blinds us to the fact that each team is composed of good people who have something important to say.
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