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Large Samples (n > 29)

® The sampling distribution of Yis normally distributed if
the sample is random and has at least 30 cases, even if the
population distribution is not.

® Thus, we can rely on the Central Limit Theorem, which
tells us six things about sampling distributions

® Therefore we can use Table A to determine the likelihood
of an event (or, the probability of finding a greater
difference from Ho than the one observed in the sample).

SMALL SAMPLE SIZE @ e e

Small Samples (n < 30)

¢ The sampling distribution of Y is not normally
SOC424 — Statistics W/ E”|S GOda rd distributed when the sample size is small (<30) and the

population distribution is not normal. (s Fig. 4.15, p.104)

® Thus, if n is small we cannot rely on the Central Limit

bl Theorem, and therefore can’t use Table A to determine
S-E ude“ﬂ S E : the likelihood of an event (or, the probability of finding a
B e S.E S m / S.m dll f:re:l;e;difference from Ho than the one observed in the
Sawples
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OUTLINE The t-distribution
* Catchup / Questions / Breathe If we assume that the population distribution (ot sampling
o Short lecture. .. lots of time... let’s use it... now ) distribution) of a variable is normal, then for a random sample
o Student’s “” Distribution of any size n (even 30 or more),
© Small Samples (n < 30) can’t use “z” b ~
Y —
® Degrees of Freedom t = ———
.. Oy
® Calculated vs. Critical Values
¢ Table B
is called the (Student) t distribution, with
* Examples (n - 1) degrees of freedom.
¢ Connection to Confidence Intervals
“Student” = pseudonym of Guinness statistician/chemist; see text
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Examining the Distributions Degrees of Freedom - effect

® DF Determines shape of t distribution
R Jed
e z-score distribution

® The higher the degrees of freedom, the lower the

! standard deviation of t
* z-testdistribution A\ ® Mean of t-distribution is still zero, just like z
Hy © When the degrees of freedom are high enough (n=30), the
® one-sample t-test s standard deviation = 1 (so the t-distribution is “standard normal

[N distribution” — that is, the t distribution is the z distribution if
n>29)

© With lower degrees of freedom, the standard deviation is higher
than 1, and the t-distribution is flatter than the z distribution
(higher kurtosis)
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e two-sample t-test

. P Small Sample Hypotest: same st
Properties of “t” distribution pie Hyp a:ne eps

(Also, see Figure 6.9, p. 181) 1. Assumptions
 Still must assume the measurements are some LOM (interval or categorical)
o still must assume that you have a random sample

© Now n<30 so can’t assume samplin§ distrib is normal, so we need t distribution, so

The t distribution is symmetric about 0;

® The t distribution is more dispersed with fewer degrees of have to assume that the population distribution is normal
freedom (e.g. smaller samples); 2. Hypotheses
. 3. Calculate test statistic

As the df (c.g sample size) Increases, th_c ¢ 4’Str‘bu“°" « Different formulas, depending on whether you're testing for a mean or proportion

approximates a standard normal (z) distribution. (last lecture), difference of means or differénce of proportions (next two), or
something else (F, r, chi-square, etal.)

4. Find p-value

® Otherwise, very much like z © Now use t instead of z
® Measures/represents a distance between scores il il o il el ol
. If the observed t exceeds the critical t, p s less than alpha
® The bigger that difference, the smaller the tails If the observed t s less than the critical t, p is more than alpha

5. Conclusions
® Asbefore, in terms of both the Ho and Ha
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Degrees of Freedom - idea Calculated vs Critical “t”

® There’s some “critical” t that would be far enough to leave the
® How much do we have to go on? “alpha” we want

How much do we have to assume?

critical t

® Must compare that to the “calculated” t

Won't get a specifi val
e For t-test of a mean, df = n-1 © Wontgetaspecific p value

® Can only say whether p > or <some alpha

e For a difference of means, df =nl +n2 -2
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Critical .Table B
Uy n .
Tabular vs. Calculated “t” (illustrated) Table A vs Table B
P smaller when Z bigger T smaller when p or n bigger
1.07
1.341
.100 or 10% something additional

\—> combined, they are more than 10%

e Ift=-1.07, then p > 0.100

* We would need to observe a difference of 1.341 standard errors to leave
only 10% in the tail.
o The difference we observed isn’t large enough (the observed difference isn’t

sufficient) to reject the null, since the error is more than 10% in each
direction.
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Critical

Table B
»

TABLEE; 1 0 v Critical Values.

Finding a “critical t” value Table B

Suppose [ want to be
e t, refers to “t” value correspondjng to an area of “a” in 90% confident but

. . only have 4 cases (not 30)
one tail, for a given d.f.

® a ~ p; = the probability of getting a bigger t Pick the column that
® arca depends on the degrees of freedom :ai t:go/righ;;:‘il z

® UseTable B to find the p Pois 0-0500“5)0 t.o:o -
e In table A, found z for given p (e.g. 5%)
® Now, what's “t” for 10% in each tail (t.100) Pick the row based on

sample size (df=n-1),
withn=16 (df = 16 -1 = 15)? so with 4 cases, df=3
® Here’s how. ..

The body is t’s, not p’s
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H : : | Diawibution Crtieal Values
Reading Table B (t’s instead of z’s; p.669) Table B
* A had z’s on outside (row/col headers), p’s in body P
e In B, Row = df, Column = p, t’s inside the table o Whatis t 07
o Sample size (n) for California was 16 * Whatis t 7
e So,df=n-1=16-1=15
‘Ifalphz: 100 (10% in tails), confidence = 90% ‘ Ifn=16 (so df=15)
* what t gives 90%
o fio) tom ¢ oos too oz confidence (t 450)?
1 3.078 £.314 12.7063 1.821  §3.657 * what t gives 99%
2 1.BB6 2.920 4.303 6.965  9.925 confidence (t go5)?
@ (T 34]) 1753 2,131 2.602  2.947
Example above:
“This is the “tabular t value”, the t value (a number of standard ® 95% w/ n=16
errors) high enough to leave only 10% in one tail
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Table B N -~ Example
» »

Table B — bottom of the table 1. Assumptions

What if we want to be
95% confident (5% risk) ===
and have more than 100 cases?

= i ® We assume interval data, since we’re using a mean and
calculating the standard error based on a mean & standard
deviation (which only intervals have!).

® But we don’t have a large sample (since n <30) so we cannot
assume that the sampling distribution is normal, and must
assume that the population distribution is normal.

The bigger the sample,

the closer tis to z

At some point, t & z

are the same ® We always assume a random sample (though it sometimes
isn’t).

This table says >100.

Earlier editions said >30

Any number is arbitrary

But use this table, so we're on the same page!
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2. Null and Alternative Hypotheses:

An Example Test w/ Table B...
HOI M, = 12.88 (No difference in schooling between CA & US)

Last week, did a hypothesis test that the mean years of H
education in the South is less than the U.S. as a whole

L0 ., < 1288 (Mean years of schooling lower in CA than US)
There were 411 cases (>29) so we could assume the 3.Test Statistic

sampling distribution was normal.
Lo Y- 12884 204 - 128
S— 0.747

Y
-1.07

But what if we had a smaller group, with < 30 cases?

ca

t

Interpretation: The mean number of years of education of
California respondents was 1.07 standard errors away from the mean

of rcsPonants naﬁonally.
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Example Small Sample Hypotest P-value:

Ift = -1.07, then p > 0.100. . Since that p-value is very high

Education - HighestYear of School Completed K . ’
(>10% so >5%), there is too much probability of getting

Region Mean  Std Dev  Std. Error this difference just due to chance, which means too much
risk that we would be wrong if we rejectedthe null

U.S. n=1510) 12.884 2.984 0.077 hypothesis.

South (n=411) 12.460  3.352 0.165 Conclusion: Since our p-value exceeds conventional levels

NOH'SOUthW) 13.043  2.819 0.085 of significance, we cannot reject the null hypothesis. We

Californiq(n=16)]  12.084  2.987 0.747 cannot conclude that educational attainment in California is

any different than in the U.S. as a whole.

Note: The California results are based on pure speculation. ©
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Demo: CI & Test

Small Sample Conf. Interval

® Just like with large sample — sample formula

® Only difference: Use t table instead of z

7i@“6y)zfi@‘j_

e Still a mean plus/minus some # of standard deviations;
just get a different # of them since n<30.

@ SOC424 @ CSUN - Ellis Godard
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/ Demo: CI & Test
»

In-class demo (10/23/25)...

A. My sample . Hypothesis Test
s 13 Al five steps!
b 16 1. Assumptions
BT Random sample
d 15 Interval variable
e 1 Population distribution is normal (because. n<30)
2. Hypotheses
Univariate Statistics Ha: M>10
m S Ho: M=10
Mean: 156 3. Test Statistic
StdDev 167332 t=(10-15.6)/ 0.74833
SE Mean: 167332/ Sarfs) = -7.483314774
0.74833 4. Value
Critt (rableb) 2776 Table 8 gives a critical 't of 2,776, for a sample size of 5 (df=4) and 2.5% tail
B. Confidence Intarval Since the calc t of -7.483 i larger than the critical t of 2.776
Margini  2.776 " 0.74833 then the p vahee (the likelihood of being wrong 111 reject the null)
- 200731 is smaller than 2.5%
Confint, 15.64/-2.776 * 0.74833 5. Conclusion
=15.6.4/- 2.07737 since the is7.48 [
- 1352263 mean, and we needed it 10 be 2.776 stondard errors away, our sample is different
t017.67737 be confident that the fromit.
Interp: We're 95% confident about an We can refect the null, that "Mu'=10, and can support the alternative, that ‘Mu'=10.

interval that doesn't contain 10,

o d th i 10.
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Demo: CI & Test
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In-class demo...
® You’re going to these things (by hand) in lab:

Construct a set of sample data (on paper, not in SPSS)
Construct (& interpret!) a 95% confidence interval

Conduct a hypothesis test (all five steps; & =.05)
Compare the results — they should be consistent!
* I'll do a quick demo in Excel — you shouldn’t ©
® I'll paste a screenshot of that here afterwards.
® You can mimic the layout, but don’t have to do
® But you do have get to do the math — I want to see the work

® First, I need small sample of students’ units. ..

e SOC424 w/ Ellis Godard — Slide
NS

; Demo: CI & Test
>

In-class demo (3/27/25)...

A. My sample: €. Hypothesis Test
a1 Al five stepst
b 15 1. Assumptions.
el 12 Random sample
d 19 Interval voriable
e 1 Population distribution is norma (because n<30)
2. Hypatheses
Univariate Statisties Ha: M>12
o5 Ho: M=12
Maan; 144 3. Tust Statistic
StdDev 288097 t=(12-14.4)/ 128821
SE.Mean: 788097 San(s) = 1862761267
128841 4.PValue
Critd (tableb) 2776 Table B gives a critcal ¢ of 2.776, for a sample size af § (df+4) and 2.5% tall.
8. Confidence interval: Since she calc t of -L.863 is smaller than the critical t of 2776
Margin:  2.775 " 1.28841 then the p value fihe lkeiiiond of being wrongi | reject the nul)
=357663 is farger than 2.5%
Confint. 14,44/ 2.776.* 1.28841 5. Conclusian
4 5/-2:57663 i 1 d
= 1082337 mean, and we needed it 1o be 2.776 standard errors away, our ssmple sn't ifferent
1017.97663 fromit
Interp: We're 95% confident about an we i | that M1, ippOrt the alternativ, that Mu'>12,

interval that does contain 12.

might be 12,
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Demo: CI & Test
»

Example: Small Sample Cl vs Hypotest

1. Let’s make a dataset of units that one row is taking.

)

Let’s estimate, with 95% confidence, how many units

students in the full population take on average.

3. Let’s conduct a hypothesis test (all five steps; a0 =.05) for
whether the average student of the population takes more
than 10 units.

4. Let’s compare the results of the CI and hypothesis test.

Are they consistent?
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In-class demo (4/8/24)...

k. v sampie . Hypothsis Test

a 16 Al five stapst
b 10 1. Assumptions
cn Random sample
41 Interval variable
e Populatien distribution is nermal (because n<30}
2. Hypotheses
urivariate statisties Hot M>12
o He: M=12
Mean: 13 3. Test Statistic
StdDav 244849 t=(12-13)/1.22474
S.E Mean: 244529/ Sari(d) = 0.816436581
122474 4P Value
itt (tableb) 3182 Table B gives a critical ' of 3,182, for a sample size of 4 (df=3) and 2.5% tail.
. Confidanca Intarval: since the calc tof -0.816 is smaller than the critical tof 3.182
Margin: 3,182 * 122476 then the pvalue {the fikeflhood of being wrong 1 I refect the nul)
= 389714 is larger than 2.5%
Confint. 13+/-3.182* 1.22474 5. Conclusion
=134/ 280718 Since the cbserved is-0.
-9.10286 mean, and we needed i 1o be 3,181 standard errors away, our sample (sn't different
1016.89714 enough from the null 1a be confident that the population probably differs from i

Interp: We're 95% confident about an
interval that does.contain 12

‘We can't reject the null, that 'Mu'a12, and can't support the alternative, that 'Mu'>12.

o. | night be 12.
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stdDev 204958
SE.Mean: 204958/ Sqn(5) «
31909
Critt (tableb) 2776
5. Canfidence Interval
Margin: 2776 * 1.31809
- 36618
Confilnt, 14,84/ 2.776 * 1.31909
=14.8+/-3.6618
=11.1382
10 18.4618
Interp: We're 95% confident about an
intarval that does cantain 12.

Demo: CI & Test N\,
»
In-class demo (10/26/23)...
A. My sample C. Hypothesis Test
8 17 All five steps!
b 16 1. Assumptions
1y L ——
—
Univariate Statistics Ha: M>12
n 5 Ho: M=12
Mean: 148 3. Test Statistic

t=(12-14.8)/131909
2420674522

4. value
Table B gives a critical T of 2.776, for & sample size of 5 (df+4) and 2.5% tail.
Since the calc t of -2.123 is smaller than the critical t of 2.776
then the p value (the likelihood of being wrong F | reject the null)
is larger than 2.5%

5. Conclusion
i is -2.12 standard from

mean, and we needed it 1o be 2.776 standard errors away, our sample isn't ditferent
‘enough from the null to be eonfident that the populatian probaby differs from it
We can't reject the null, that 'Mu'=12, and can't support the alternative, that Mu'>1

D. ind th might be 12.
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0 (11/1/21)...

@ SOC424 w/

A My sample C. Hypothesis Test
Allison 13 All five steps!
Araksja 11 1. Assumptions
Edrik 10 Random sample
Awon 17 interval variable
Population distribution is nomol (becavte n<30]
Univariate Statstics 2. Hypotheses
w4 Ha: M>12
Mean: 1275 Ho: M=12
StDev 300570 3. Test Seatisic
S.E.Mean:  3.0957 /Sqrt{4) = t=(12- 1275}/ 154785
154785 0.484543076
critt (tableb) 3.162 4P Valus
&, Confidencs Interval: Table B gives a critical ' of 3,182, for a semple size of 4 (4f=3) and 2.5% il
Margin: 3182 * 1.54785 since the calc t of 0,485 s smaller than the critical t of 3.182
=4.92526 then the p value (the likelihood of being wrong if | reject the null)
Conbint, 1275 +/- 3,182 * 1.54785 istarger than 2.5%
=175 +/-4.92526 5. Conclusion
=1.82474 i le) is-0.48 dard
10 1767526 mean, ittobe 3,182 i sample s
Interp: We're 95% confident about an enough fr the nwil to b ficent that the 3
interval that does contain 12. e \ that 'Mu'12, and. pport the altemative, that 'Wu'>12,
o might be 12.
Ellis Godard -- Slide

Lab: Small Sample Cl and Hypotest

1. Constructa set of sample data from the ages of your group’s
members (on paper, not in SPSS — & not units; that was my demo)

Construct (& interpret!) a 95% confidence interval to estimate

o

the average age in the population

3. Conduct a hypothesis test (all five steps; & =.05) for whether the
average age of the population is 21.

4. Compare the results of your Cl interpretation and hypothesis

test.
Are they consistent? (Hint: they should be!)
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