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A knapsack for collective decision-making

Yurun Ge!?, Lucas Béttcher®*, Tom Chou?, and Maria R. D’Orsognal~?

Abstract

Collective decision-making is the process through which diverse stakeholders reach a joint decision. Within societal
settings, one example is participatory budgeting, where constituents decide on the funding of public projects. How
to most efficiently aggregate diverse stakeholder inputs on a portfolio of projects with uncertain long-term benefits
remains an open question. We address this problem by studying collective decision-making through the integration
of preference aggregation and knapsack allocation methods. Since different stakeholder groups may evaluate
projects differently, we examine several aggregation methods that combine their diverse inputs. The aggregated
evaluations are then used to fill a “collective” knapsack. Among the methods we consider are the arithmetic mean,
Borda-type rankings, and delegation to experts. We find that the factors improving an aggregation method's ability
to identify projects with the greatest expected long-term value include having many stakeholder groups, moderate
variation in their expertise levels, and some degree of delegation or bias favoring groups better positioned to
objectively assess the projects. We also discuss how evaluation errors and heterogeneous costs impact project
selection. Our proposed aggregation methods are relevant not only in the context of funding public projects but
also, more generally, for organizational decision-making under uncertainty.
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Introduction

The ethics and methods of collective decision-making have been the subject of debate for centuries (Blunden
2016) and have a rich history (Bell et al.||[1988; [Schwenk! [1990; [Schofield||2002; |Brandt et al. [2016; [Baum
2020). Collective and fair decision-making is an integral part of any functional democratic society (Lijphart
1977 \Gersbach! 2005, 12017)). However, when making decisions that affect diverse stakeholder groups, none of
the various alternatives may be perfectly ideal due to different priorities set by the various groups, or cost
limitations (Wahlstrom| 2001} [Nikolaos|[2003)). Decision-makers must thus identify the best course of action
compatible with various constraints and the need for social cohesion. Furthermore, institutional guardrails
must guarantee transparency and confer legitimacy to the process (Glass||1979)). As such, novel forms of
community engagement have emerged such as participatory design (Hersh! [1999; Innes and Booher|2004;
Gersbach!2024), where stakeholders cooperate with urban planners or software designers on land use or new
technology (Sanoff|2006)), and participatory budgeting, where decisions on how to spend public funds within
a strategic framework are delegated to the community (Wampler|[2007; |Aziz and Shah/[2021; Benade et al.
2021; |Stanford Crowdsourced Democracy Team|2024).
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At the highest level is strategic decision-making made by governing entities who set broad, long-term
policies through economic, labor, education, climate, or migration goals. How a given vision is to be
implemented in practice, through the selection of actionable projects, budgeting, partnerships, locations,
define tactical decision-making of medium-term impact. Finally, operational decisions are “on-the-ground”
choices that include personnel allocation and management, timetables, or other logistic decisions that follow
the strategic and planning decisions and that are made accordingly.

Collective decision-making should reflect, when possible, the majority stakeholder will, either by direct
voting or through delegation of agreed upon representatives. Although one may identify optimal ways to
solve social choice problems within the confines of mathematical constructs, implementing them may be
accompanied with practical difficulties, or non-ideal conditions. For example, ranked-voting methods, of
which the Borda count is an example, may be confusing for voters, leading to errors in ballot marking,
misunderstandings about how votes are aggregated, and voter disenfranchisement. Tallying votes may also
be more complicated than in traditional “winner-takes-all” voting, causing delays in announcing results and
necessitating sophisticated equipment and personnel training. It is illuminating that at the time of writing
(August 2024) several US states will be called to vote on ranked-choice voting; some states aim to either
repeal the method or to prohibit it; others aim to adopt it. Ten states have already banned the practice.

In this paper, we focus on quantifying the efficiency of actionable choices in collective decision-making under
cost constraints. We begin by analytically examining the properties of decision-making rules for a limited
number of choices, before turning our attention to computational results. For concreteness, we embed our
work in the context of tactical decisions in the “strategic-tactical-operational” hierarchy described above as
it applies to societal decisions. For example, after setting the strategic goal of combating climate change, a
jurisdiction may need to determine the appropriate mix of energy sources to exploit, decide whether to impose
a carbon tax and on whom, choose between developing new technologies or enhancing existing ones, and
evaluate whether to incentivize small-scale “green” energy projects or promote large-scale initiatives—and,
if so, where to build the necessary infrastructure.

We will refer to each choice as a “project”. Several important elements must be taken into account when
modeling distinct parties involved in collective decision-making. The first is that although a given “project”
may have an intrinsic value, stakeholder groups will evaluate it according to their own utility. Hence, there
will be many perceived values associated with the same project. The second is that resources are finite and
that even a project that garners uniform consensus may be discarded due to lack of funding or other forms
of material support. Third, it is necessary to formulate clear and unequivocal evaluation criteria so that the
various alternatives can be ranked on the basis of the preferences expressed by all groups, and the overall most
competitive projects be selected. Finally, while we primarily focus on societal decision-making, the insights
and methods presented here are equally applicable to other settings where group decisions are made (Sah
and Stiglitz(|1988) 1986)), such as in corporations (Csaszar and Eggers|[2013)), military organizations (Jaiswal
2012), and medical diagnostics (Srivastava et al.[2022; |[Kurvers et al.[2023).

Knapsack problems

Our analysis frames social choice in the context of the so-called “knapsack problem”, which was first
formulated in the late 1940s. It refers to the problem of selecting a set of items, each with a given weight
and value, to maximize their total value without exceeding the knapsack’s weight limit. The binary knapsack
problem is mathematically framed as an “extremum problem”, where the goal is to find the optimal solution
to a linear system (Dantzig||1957)). More formally, given a set of IV}, items (or projects), each characterized
by value v; > 0 and weight w; > 0 for i € {1,..., N,}, the binary knapsack problem consists of finding
x; € {0,1} for each i such that

NP
invi is maximal, subject to the constraint (1)
i=1
NP
> waw; < W, with 2; € {0,1}, (2)

i=1
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Figure 1. Schematic of filling a knapsack of maximal weight W with a subset of a group of items carrying weights w;
and values v; for ¢ € {1,...,Np}. Here, W = 15 and N, = 5. The weights w; are represented by the width of each item
while their values v; are indicated by their heights and by the green intensity. Panel (a) depicts the optimal selection which
requires rejection of item ¢ = 5 so that x; = 1,7 € {1,...,4}, and z5 = 0 in Eq. . This selection yields a total knapsack
value V = ", x;v; = 30 but leaves three units of capacity unoccupied since the total weight is 3. x;w; = 12. The rejected
item ¢ =5 is depicted as a dot-dashed rectangle. Panel (b) shows an alternative way of filling the knapsack with items
that reach the knapsack weight capacity W = 15. Here, the rejected item is ¢ = 4. However, this knapsack is suboptimal
because its total value is V' = >, z;v; = 28 < 30. The quality of each item is represented by each rectangle’s aspect ratio

gi = vi/w; for i € {1,..., Np}.

W =15



where W is the total weight supported by the knapsack and where the indicator x; € {0,1} represents
whether item i has been selected (x; = 1) or not (z; = 0) (Pisinger and Toth|[1998). A schematic is given
in Fig. Variants of this problem include the bounded knapsack where x; € {0,1,...c} so that a maximum
of ¢>1 copies of each item can be selected, with ¢ — oo in the unbounded version of the problem.
Similarly, many methods have been proposed to obtain optimal solutions, including dynamic programming
(Martello and Toth|[1987)), where the weights w; and the total weight W are integers, and branch-and-bound
algorithms (Dudzinski and Walukiewicz| 1987} |[Pisinger and Tothl|[1998)) that work well for a limited number of
items. As computing capabilities increased over time, and as several knapsack problems were cleverly solved,
more challenging constraints were added to make solutions more difficult, for example imposing correlations
between weights and values of the knapsack items. The search for “hard knapsacks” continues to this day
(Nasako and Murakamil [2006; [Pisinger||2005; |Smith-Miles et al.||2021}; [Cacchiani et al.|[2022).

Within social choice theory, knapsack problems may serve as paradigms for collective decision-making
under constraints. For example, the set of IV, items to be included in the knapsack can represent possible
public projects or scheduling options presented to the community; the value v; of each item 4 to be included
in the knapsack can be interpreted as the project’s utility or benefit; the weight w; can represent monetary
or other forms of cost. The knapsack itself can be viewed as the final portfolio of chosen projects, the
maximal weight W representing the total budget. But who is filling the knapsack? As discussed above,
different stakeholder groups will partake in the same public decision-making process and each of them will
assign subjective values to the same projects. Thus, each group may have their own v;, x; values and may
fill the knapsack in a way that is unique to their own experience. The goal then is to optimally aggregate
the multiple preferences under the budgetary constraint W to fill a “community-knapsack” born of all the
various inputs. This is where preference aggregation methods and voting rules interface with knapsack-like
problems. For example, community preferences expressed in participatory budgeting can be aggregated using
ad-hoc knapsack schemes that include actual revenues, deficits, or surpluses (Goel et al.|2019)). Some existing
algorithms to fill the common knapsack aim to prioritize total value regardless of community preference, or
the diversity or fairness of the final knapsack selection (Fluschnik et al.[2019). Other approaches include
the use of cooperative game theory or determining the Shapley value so that once a common knapsack is
filled, resulting benefits can be shared equitably among participant stakeholders (Arribillaga and Bergantinos
2022; |Bhagat et al.|2014). Fair division and cake-cutting problems on the other hand involve multiple agents
dividing or consolidating a set of assets as in the case of inheritance, divorces, or corporate mergers. These
can be studied via divisible knapsacks where each agent can fill their own knapsack with fractional parts of
common items to ensure fair allocation of resources (Brams and Taylor|[1996]).

Collective decisions to fill the knapsack

In this paper, we focus on collective decision-making in the context of tactical choices; one may use the
sustainability and environmental sphere as a concrete setting. We assume there are a set of N, projects (or
measures) presented to the community; these are the items to select from in the knapsack problem described
above. The societal long-term benefit that derives from project i is given by v; for i € {1,...,N,}. For
example, v; may represent how much measure i reduces greenhouse gas emissions or how much renewable
energy the construction of wind farm i will yield over a specific time frame. Similarly, each potential project
is associated with a cost w;. We assume v; > 0 and w; > 0 to be fixed and to be objectively measurable, so
that a single decision-making entity with perfect knowledge of the v;, w; values would be left with the task
of selecting a subset of projects with highest value under the given budget W. Mathematically, the problem
is that of solving the binary knapsack stated in Egs. (I)) and (2).

However, instead of a single entity, we assume there is a diverse set of Ny stakeholder groups that are
affected by the proposed projects and who partake in the decision-making process. We assume that each
of the j € {1,..., Ny} groups assigns a different value to project i, on the basis of their specific experience,
expertise or priority. We thus define the perceived value v;; as the value of project ¢ as per the prerogatives
of group j. The v;; evaluations may include both positive and negative contributions to the objective value
v; so that for some j groups v;; > v;, for others v;; < v;, for others yet v;; = v;. For example, the overall
benefit v; of establishing the large-scale renewable facility ¢ may be lessened by the necessary perturbation
or even destruction of historical or sacred sites to accommodate the facility or related infrastructure, or by



Symbol Description
W >0 Total available budget
N, ezt Number of projects
NseZ™ Number of stakeholder groups

te{l,...,N,} Project label
je{l,...,Ns} Group label

v; >0 Value of project 4
w; >0 Cost of project 4
g >0 Quality of project i; ¢; = v;/w;

ti € [tmin,tmax]  Type of project i
€; € [émin, €max] Expertise of group j

tm Average project type; tn = (tmax + tmin)/2
eM Average expertise level; ey = (€max + €min)/2

B3>0 Knowledge breadth of groups; 8 = (€max — €min)/2

0i; >0 Perception error when project 7 is evaluated by group j
Vij Value of project i as evaluated by group j
Qij Quality of project i as evaluated by group j; ¢;; = vi;/w;
v} Aggregate value of project ¢ over all Ny groups
q Aggregate score of project 4

Table 1. An overview of the main model parameters and variables. Unless specified, all parameters can take real values.
Although en, tm can be independent, we set en = i to signify that the central expertise level is also the central project
type. The main variables in this work are Ng, Ny, whereas we fix e = tm = 5, tmin = 0, tmax = 10, unless stated
otherwise. For mathematical convenience and without loss of generality we choose N, to be even and N to be odd.
We consider two scenarios: one where costs are uniform, w; = 1, and another where they define a decreasing function of i.

the loss of tourism or agriculture. These may carry special cultural or economic relevance for group j, for
which v;; < v;. In other scenarios, the same facility would be accompanied with new job opportunities for
members of group k; in this case vy, > v;. We keep w;, the cost of project ¢, independent of groups j, k. All
variables are listed in Table For simplicity, and without loss of generality we choose N}, to be even and Ny
to be odd.

The main question we address in this paper is this: given that each group j has its own set of preferences
for the IV, projects, how does a central decision-maker or agency decide which projects to select for final
approval, assuming there is a total budget W? One way to do this is to construct a “community-knapsack”
and solve Eqs. and using the given costs w; and introducing an effective value v} for each item i that
is derived from the group evaluations v;;. To determine v} the central decision-maker or agency must have
an understanding of how the various perceived values v;; are determined and the degree of heterogeneity
among groups so that appropriate methods can be employed. Although a natural approach would be to
equate v; with the arithmetic mean across the v;; evaluations given by the Ny groups, there are many other
possible aggregation methods. We examine them in the next section building on previous work on optimal
portfolio selection where an organization (the equivalent of our central decision-maker or agency) must
select which future investments to pursue (the equivalent of selecting the items that belong in the knapsack)
taking input from various agents (the equivalent of our community groups) whose evaluation of the value
of projects is characterized by so-called perceptual noise (Csaszar and Eggers|[2013; Bottcher and Klingebiel
2024)). In this existing body of work, concepts such as group expertise, knowledge breadth, and project type
are included in the decision-making process, and we will adapt them to our specific scenario. The model
proposed by Bottcher and Klingebiel| (2024) also focuses on portfolio selection of projects. However, it does
not incorporate heterogeneous costs w;, an assumption we will here relax.

Portfolio selection by each group

In this section, we describe how the Ny groups determine their v;; evaluations of project ¢. For simplicity,
we set v;; = v; + €;; and discuss various choices for €;;, which may be positive or negative. One possible
scenario is that groups may be able to accurately assess tangible detrimental, beneficial or neutral effects
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Figure 2. Schematic of possible distributions of the project types t; € [tmin, tmax| and expertise levels €; € [emin, €max]
for Ny = 5 projects whose expertise levels are distributed according to Eq. . The respective midpoints are given by
tm = (tmax + tmin)/2 and em = (émax + €min)/2. In this paper, we assume the two coincide, so that tm = em. We use 8
to denote the spread of the expertise level, § = (€max — €min)/2. By construction, e1 = eémin, €3 = em, and €5 = emax N
all panels. In panel (a), we set 3 = 0 so that all groups have the same expertise, e; = ey = tm for all j € {1,..., Ns}.
The lack of diversity may hinder the proper evaluation of projects i whose type t; is different from ¢y Thus, some of
the resulting perception errors o;; = |t; — e;| may be relatively large. In panel (b), we choose an intermediate value of
B so that for any project i of type ¢; there may be one or more groups j that are well positioned to evaluate it. All
resulting perception errors o;; = |t; — e;| will be relatively small. In panel (c), 3 is largest. Here, the expertise spread
exceeds that of the [tmin, tmax]| interval so that some groups j may not have the expertise to evaluate any project type
i. For these groups the perception errors o;; = |t; — e;| will be relatively large. This is the case for group j =1 whose
expertise level e; = emin < tmin and for group 5 whose expertise level e5 = emax > tmax. In our numerical examples we
set tmin = 0, tmax = 10; tm = em = 5 and vary N and (.

of the project; in this case there is no uncertainty in determining v;; and we may set €;; = egj. In other
situations, however, groups may not have the in-house expertise for a proper evaluation of the project and
v;; may include perception uncertainties, rather than estimations of actual detriment or benefits to the
community. In this case, we set €;; = efj. Although the two contexts are distinct, both of them lead to
subjective assessments ¢€;; that we add (or subtract) to the underlying value v;.

If communities have a clear perception of the consequences of a project, one way to model egj is to
assume that benefits (+4;) and disadvantages (—d;) represent a zero-sum game so that e;; = x;0; where
x; ={-1,0,1} and >, x;0; = 0. Non zero-sum scenarios would restrict x; to the set x; = {0,1}, where
project ¢ is neutral or beneficial to communities, or to the set x; = {—1,0}, where project i is neutral or
detrimental. Another possibility is to assume that €!. is a random variable chosen from a normal distribution
with zero mean and standard deviation o;; = o so that €}; ~ N(0,0). This choice implies that the nature
and consequence of each project is well understood by all groups, as described above, but the impacts can be
quite different across them. Large values of o will result in large heterogeneities in v;;, representing diverse
communities who will judge project i along a large spectrum of actual benefits and disadvantages; small
values of o represent more aligned communities whose evaluation spread is more limited. Zero-sum is not
guaranteed in this setting.

If communities lack the proper tools to analyze or forecast the impacts of a project, we can still pose
efj ~ N(0,0;;) but describe o;; through concepts such as type t; of project i, and expertise e; of group j,
following the perceptual noise description of (Csaszar and Eggers||2013; Bottcher and Klingebiel/2024). The
procedure to determine the standard deviation o;; associated with the perception noise is as follows. Two



projects i and " are assumed to be of the same type (¢; = ¢;/) if they fall within comparable categories (e.g.,
both projects are focused on reforestation and wildfire prevention, or both projects are focused on renewable
energy generation). We assume that ¢; is taken from a uniform distribution U (¢min, tmax), With tmin < tmax-
Analogously, two groups j and j' have the same expertise (e; = e;/) if their know-hows are closely aligned.
For concreteness, we further formalize the definition of the levels of expertise e; by setting

No+1-2j

N1 B, Jje{l,..., Ng}. (3)

€; = €M —

Equation implies that the e; values are equally spaced on the interval [exs — 3, em + ] = [Emin; Emax]; €M
is the average expertise level and [ is the knowledge breadth that determines their spread. The magnitudes
t;, e; carry no specific significance, they are just labels to represent different types and expertises.

We now set 0;; = [t; — e;| which implies that if the type of project ¢ matches exactly the expertise of group
j and ¢; = ej, then 045 = 0. In this case, there are no errors in the evaluation of project i by group j, and
v; = v;. On the other hand, a large discrepancy between project type and group expertise leads to a large
variability in the possible evaluation of project ¢ which can be designated to be either unrealistically beneficial
or unrealistically detrimental. This would be encapsulated by a large o;; = [t; — e;|. The modeling choices
for o;;, types t; and expertise levels e; are occasionally referred to as the Hotelling-type model (Csaszar and
Eggers|[2013; Bottcher and Klingebiel [2024), named after Harold Hotelling who studied competition among
shops that are located on a street or products whose properties are distributed along an interval (Hotelling
1929; |[Novshek! [1982). We will refer to o;; as the perception error. A schematic for Ny =5 groups whose
expertise levels are distributed according to Eq. for three representative values of 3 is shown in Fig.

A more realistic representation of v;; would incorporate both tangible benefits or disadvantages and
perception noise leading to vi; = v; + €j; +¢; with €, = x;0; or €; ~ N(0,0) representing the specific
additional impact of project i on group j, and 6% ~ N (0, 0;;) representing the noise associated to group
J evaluating project ¢. For simplicity we only consider normally distributed perception noise v;; = v; + 6%
with €; ~ N(0,04;) and perception error o;; = [t; — e;].

Once all estimates v;; are determined, one must aggregate them in order to determine the effective values
v and fill the community knapsack through Egs. and , as shown in Fig. We assume that each group
j “submits” their own list of values v;; in ascending order (v(l)j <ve)y; < S oy)j for all ) so that the
central decision-maker or agency can aggregate them using one of the alternatives described in the next
section.

Aggregation methods

We now introduce various methods for aggregating the evaluation lists {v;;} submitted by each of the Nj
groups in preparation for the final decision-making. These methods can be broadly categorized into direct
and indirect approaches. Direct approaches aim to synthesize the individual estimates v;; for j € {1,..., Ny}
into an effective v}, for example through the use of the arithmetic mean. Indirect approaches are based
on value proxies such as relative rankings among projects; a project with a majority of favorable votes is
considered superior to others. Among the indirect methods are ones where we rescale evaluations and project
them onto standard ranges. We overview the two methods in the next subsections under perception noise,
€ij = €5 ~ N (0,0;;), with perception noise o;; = [t; — e;].

Direct aggregation methods

Here, we list various aggregation methods that yield an effective value v} for each item ¢ based on the inputs
v;; from all Ny groups. In some cases, the variances o;; are used, in others they are not. Once the values v;
are determined the collective knapsack is filled by optimizing the following problem

Np
max Z TV (4)
i=1

subject to the constraint in Eq. . Note that the collective knapsack is filled via the aggregated values v}
that may, or may not, be close to the intrinsic v; values.



A central agency
sets a budget W
and proposes IV,
projects. Each
project has cost
w; and type t;.

All Ny groups
provide evaluations
of all projects.
Group j evaluates
the value of
project i as vj;

Aggregate values
v} are derived for
all Ny, projects via
direct or indirect
aggregation
methods

The central agency
selects projects by
solving a collective
knapsack of
budget W with IV,

projects of value vy.

Figure 3. A flowchart illustrating the collective decision-making process under cost constraints. The central agency or
elected decision-maker sets a strategic goal and allocates a budget W. Stakeholders are presented with N}, actionable
projects and form Ny distinct groups whose priorities and views may align or be in opposition.

Arithmetic mean:

The arithmetic mean is the most common estimator of central tendency for random variables. Here, we use
it as an aggregation method. Assuming that all group inputs are given equal consideration, v} is given by

1 &
j=

Asymmetric estimators and the Median:

Other useful aggregation methods are based on ordering statistics (Stuart and Ord|2010) whereby the v;;
evaluations for project ¢ are appropriately sorted and the input of some groups are prioritized over those of
others. For the sake of discussion, we order the v;; evaluations in ascending order, v;(1) < vi2) < ... < vi(N,),
and determine v, through a weighted mean

N,

Vi = 25 vig); (6)

Jj=1

where z(;) <1 is the weight assigned to group (j), ¥j. For the remainder of this discussion, we drop the
() notation and assume that the v;; evaluations are listed according to the ordering given above. For the
arithmetic mean, z; = 1/N; and all groups are treated equally. When the number of groups Nj is odd, the
median is obtained by setting z(y,41)/2 =1 and all other values z; =0 in Eq. @ When Ny is even, the
median is obtained by setting zy, /2 = zn, /241 = 1/2 and all other values z; = 0. Another possibility is to
assume that the most influential groups are, say, the most populous and assume that z; is proportional to the
number of constituents in group j. In our work, we will utilize the Median and the two estimator methods
listed below, based on order statistics and on dropping or modifying a portion of the evaluations v;;.

(a) Trimmed mean: Under the assumption that 2p < N, the input of 2p out of the Ny groups is
eliminated from the determination of v]. Of the discarded v;; evaluations, p are the highest and the
remaining p are the lowest ones. The intermediate Ny — 2p evaluations v;; are kept and v is determined
as their arithmetic mean. This scenario is called the a-trimmed mean, where o = p/N;. Mathematically,

1
— 1<j <N, —p,
N gy lrptlsis p

zj = (7)

0 otherwise.

(b) Winsorized mean: This scenario is akin to the a-trimmed mean. The only difference is that the p
evaluations on the two tails are replaced with the nearest evaluations in the ordered range. In this case



0 forj<porj>N-p+1,
L f 2< i< N 1
=3 N, orp+2sjs p—1 (8)
1
p; forj=p+1lorj=N—p.

If only Ny = 3 groups are present, the Trimmed and Winsorized means are equivalent to each other and
reduce to the Median. This is the scenario in which groups agree to select the intermediate evaluation among
the three of them as their aggregated value.

Minimum variance:

In this case, the v;; values are weighted by project-specific weights z;; that are larger for projects with
smaller perception errors o;;. Thus, this aggregation process is biased in favor of groups whose expertise is
most closely aligned with project type. We write

Ny

V=Y v oz = ——, 9)
j=1 Zj:H Tij

where 7;; is introduced to specify that the z;; weights are normalized to unity. A possible choice would be

setting 7;; = ‘71'7/’ for -y > 0. Since v;; = v; + efj and the efj values are derived from a Gaussian distribution

of variance o;;, we can calculate the total variance Var(v}) for the aggregated v]. If we assume that groups

evaluate projects independently, then

Var(v}) = Z z?ja?j, (10)

which, for o;; # 0 for all j, and by imposing the constraint Z;V:H z;j = 1 through a Lagrange multiplier, is

minimized at r;; = UUQ. If 0;; =0 for a given j* then we use z;;- =1 and z;+ =0 for j # j*, leading to
/
V; = Vij*.

Individual:

Under perception noise, €;; = efj, the aggregated value of any project is determined by the evaluation provided

by the group with most centralized expertise. Effectively, all groups agree to delegate evaluations to one group,
regardless of project type, so that

tmin + tmax _ ek‘ S ’tmin + tmax —¢; ,VJ (11)

2 2
The group with expertise e, selected via Eq. may not be particularly qualified to evaluate any specific
project i, but its generalist knowledge may be sufficient to guarantee an overall evaluation of the long-term
benefits of the projects at hand. In this case, the final decisions reflect the sole priorities of group k. The
earlier assumptions made in this paper on project type and group expertise ranges and listed in Table[T] allow
us to identify k with the group that carries the average expertise, so that e = ey = ty. This is not the case
in more general settings.

v = vig, where ‘

Delegation:

This case is similar to the Individual method, with the difference that the aggregated value of each project
is determined by the group whose expertise is most closely aligned with the corresponding project type.
Effectively, given a project i, all groups agree to utilize the evaluation made by the group k that has the best
understanding of the project. The underlying assumption is that of a relatively cohesive society, where there
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are no specific benefits or detriments that a project can confer to one group over another, and where there
is a consensus that one group may have better skills than others in evaluating a given project. We write

v = vk, where [t; — ex| < |t; — e;], VJ. (12)

Note that since v;; is selected from a Gaussian distribution, a group with better expertise may still assign to
a given project a higher or lower value compared to a group with lesser expertise. This method was proposed
by |Csaszar and Eggers| (2013) for single-project evaluation and later expanded by [Bottcher and Klingebiel
(2024) to a portfolio context.

Indirect aggregation methods

In the above section, we derived the aggregated value v} of project i through direct manipulation of the group
evaluations v;;. Here, we introduce a new aggregation attribute of project 4, its “score” ¢;. This quantity is
derived from the v;; evaluations but its magnitude may be very different both from the v;; evaluations and
the aggregated value v;. The objective of introducing a score is to provide a concise and easily interpretable
measure of a project’s desirability. In this paper, we determine the ¢} scores as follows. Each j group is asked
to determine the quality g;; of each project, where ¢;; = v;;/w; is the value to cost ratio of project i. For
fixed j, we can then order the g;; qualities so that the resulting i-orderings, say, list the highest to lowest
quality project for group j. If all costs are the same, then w; = w and the v;; and ¢;; i-orderings are the
same for each j; in the more general case of heterogeneously distributed costs, the i-orderings as determined
by group j may differ depending on whether one chooses values or quality.

Once the g;; qualities are determined, all ¢ projects are assigned an overall quality ¢}, using the ¢;; inputs
from all groups and one of the different aggregation methods discussed below. The ¢ quality is the score of
the project.

The aggregation methods we use typically result in scores that are integer numbers, or that are distributed
within easily interpretable intervals, yielding an immediate understanding of whether project i is desirable
or not. Finally, the collective knapsack is filled by optimizing the following problem

NP
maxz Giwii, (13)
i=1

subject to the constraint in Eq. . This formulation of the knapsack problem is equivalent to the original
one in Eq. upon defining gjw; = v}.

Some indirect aggregation methods involve rescaling the original g;; values so that the range and mean of
the aggregated ¢} scores are fixed or mapped onto preset intervals. One well known example is the z-score
where all values of a given distribution are mapped onto the standard Gaussian. Once the target distribution
or interval is determined, the g;; values are mapped onto them through a proper transformation 7.

Borda count:

Here, each group ranks projects by their quality ¢;; = vij/w; so that q(1),; > q(2),; > --- = q(n,),;- According
to this ordering, group j determines that project (1) has the best quality. An integer number 0 < k; ; < N, — 1
is now assigned to each project according to the above ranking so that the project with highest quality is
labeled by the highest k; ; integer. The k; ; integers are also referred to as points. In the example above,
project (1), with the highest quality g(1),; is assigned k(1) ; = N, — 1 points, whereas project (NN},), with the
lowest quality q(n,,),;, is assigned k(y,) ; = 0 points. The points each project receives from all groups are then
added, yielding the Borda count s;. The project with the highest s; is commonly known as the “winner”.
Mathematically, the Borda count s; for project i is

N
S; = Zki,j; g =si, ¢ €4{0,..., Ns(Np, — 1)} (14)
j=1

If all groups rank project ¢ as their most preferred, then its Borda count is also the maximum attainable,
Si = Smax = Ng(INp — 1); whereas if all groups rank project ¢ the lowest, then its Borda count is also the
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Group 1 | Group 2 | Group 3 | Group 4 | Group 5 | Total Borda count
Project A 2 1 1 2 0 sp =06
Project B 1 2 0 0 2 Sp =095
Project C 0 0 2 1 1 sc=4

Table 2. Example of the Borda count for N, = 3 projects labeled A,B,C and five groups, Ns = 5. Each entry represents
the k7 points assigned to project ¢ by group j. For example, group 1 determines project A to have the best quality, project
B to have intermediate quality, and project C to have the least quality, resulting in ki = 2 points, ks = 1 point, k& =0
points. The maximal Borda count is smax = Ns(Np — 1) = 10; the minimum is smin = 0. The rankings shown in this voting
system result in project A (corresponding to i = 1) being the winner with total Borda count sx =2+ 1+14+140=6.
The runner up is project B (¢ = 2) with total Borda count sg =142+ 0+ 0+ 2 =75. The lowest priority project is C
(i = 3) with total Borda count of sc =0+ 0+ 2+ 1+ 1 = 5. We use the scores q; = s; to fill the knapsack described in

Eqgs. and .

lowest, s; = smin = 0. The Borda count is a consensus-based voting method and not a majoritarian one since
the overall winner may be broadly acceptable to a large number of groups, without being the one ranked
first by the majority of them. Once calculated, we identify the Borda count s; for project ¢ with the score
q; in Eq. and proceed to solve the knapsack problem given by Eqs. and (2) with ¢/ = s;. Note that
neither the cost of each project w; nor the total budget W are affected by the Borda count.

We illustrate the Borda count in Table with N, = 3 projects, and Ny =5 groups. Within this setup,
scores can vary within the interval 0 < s; < 10. We label the three projects as A (corresponding to i = 1),
B (corresponding to i = 2), C' (corresponding to ¢ = 3) and assume the rankings are as follows: for group
J=1,q41 > qB1 > qc,; for group j =2, qp2 > qa,2 > qc,2; for group j = 3, qo,3 > qa,3 > qp,3; for group
Jj=4,qa4>qca > qpa; for group j =5, g5 > gc5 > ga 5. The total Borda count (and the score) for each
project is given by ¢/, = sa = 6,q5 = s =5, ¢ = sc = 4 as shown in Table |2, and the winner is project A.
The ¢} scores can be now used to solve the knapsack problem in Egs. and .

Yes-or-no voting:

Under this voting scheme, each group expresses a “yes” or “no” preference on each project, depending on
how its evaluation v;; compares to an internal cutoff. In principle, this cutoff may be different among groups,
so that although two different groups may evaluate the same project in the same way, one may result in a
yes vote, the other in a no vote. We then tally all positive votes for each project and utilize this quantity as
the score ¢}. If all the Ny groups vote yes on a project, it will receive the maximum score, ¢} = ¢} = Ns; if
they all vote no, the project be assigned the minimum score ¢} = ¢/,;, = 0. We impose the internal cutoff to
be zero, uniformly for all groups, thus project ¢ is assigned a “no” vote if v;; <0 and a “yes” vote if v;; > 0
for all j. We write

Ns
4= 1y(j); d€{0,....N}. (15)
j=1

Here, 1y (j) = 1 if group j expresses a yes vote, and 1y (j) = 0 if group j expresses a no vote. We can now
proceed with the knapsack problem given in Egs. and .

Min-max scaling:

This is a scaling method whereby the original ¢;; qualities are mapped onto new variables that are distributed
in the [0, 1] interval. To do this, groups first identify the two projects they evaluated as having the largest
and smallest g;;. We denote them as gmax,; = max; {¢;;} and ¢min,; = min; {¢;; } and use them as endpoints
to create the [0, 1] interval. The linear transformation Ty that maps all other ¢;; to the [0, 1] interval is

4ij — 9min,j
Gmax,j — Qmin,j
so that Ts(gmax,;) = 1, and Ts(gmin,j) = 0. The score for project i is now determined by adding the values
Ts(gi;) across all groups j
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NS

¢ = Tua;); ¢ €{0,...,N:}. (17)

Jj=1

z-score scaling:

One common method to rescale the g;; qualities is to derive their z-score. If u; and s; denote, respectively,
the mean and standard deviation obtained from averaging the g;; qualities over all N}, projects, the z-score

2(qij) is

N, N,
Qij — 1y 1 1
Aag) == =y > 4ij; sf:FE (gij — 1j)*. (18)
J P =1 P =1

For all Ny groups, the mean determined by the z-score rescaling is zero, the standard deviation is unity, and
the range of the rescaled qualities is the entire real axis, allowing for meaningful comparisons across groups.
The transformation T,(g;;) = 2(gi;) yields the ¢ score as

N,
q = ZT ¢ij) Z 2(qij); 4, € (=00, ). (19)

However, the transformation in Eq. yields a negative z-score for approximately half the projects, those
whose perceived quality g;; is less than the mean yi;. This could lead to a large number projects with negative
g} scores, unless elaborate transformations are included in the definition of ¢;. Projects with negative ¢, are
not included in the knapsack, as they decrease the value of the knapsack content which we seek to maximize
as per Eq. . Although the definition of v;; (and hence of ¢;;) as the superposition of a positive v; and
a random quantity efj selected from a Gaussian, does allow for some negative v;; values, the z-score metric
in Eq. is designed to systematically yield a negative result on about half the entries. We thus predict it
will not be an efficient aggregation method.

Standard-deviation scaling:

This is a scaling method designed to improve on the z-score scaling. Here, the quality of each project is
weighted by the standard deviation s; as defined in Eq. but not relative to the average p; so that

T,(q:5) = 2. (20)
Sj
This transformation results in all groups having the same (unitary) standard deviation and their rescaled
qualities being distributed along the real axis. However the corresponding mean is not the same across
groups. However, Eq. also leads to a knapsack with higher value than the z-score aggregation method
as there are less projects discarded, so we include it as a possible scaling method. Similarly to other scaling
methods, we define the ¢} score via

N,
Z (¢:j); i € (—00,0). (21)

Although the ¢} qualities determined via Eq. may be negative, the likelihood of this occurring is much
lower than under z-score since we do not map the ¢;; qualities onto negative rescaled values.

Applicability to societal decision-making

The twelve aggregation methods discussed above can be catalogued by how representative and/or transparent
they are. The Trimmed mean, Individual and Delegation methods for example, utilize only the v;; estimations
of select groups in determining the aggregated value v; of project i, with other groups serving as a reference.
Within this context, the Individual and Delegation approaches are the most representative methods, since
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Privacy Transparency

Median
Trimmed mean
Winsorized mean

Delegation
Individual

Representative

Arithmetic mean
Borda count
Yes-or-no voting
Min-max scaling
z-score
Standard-deviation scaling

Minimum variance

Direct democracy

Figure 4. The proposed twelve aggregation methods catalogued by level of transparency and democracy type. The
horizontal axis parts representative methods (whereby decisions depend on the input of a select number of chosen groups)
from direct methods (whereby decisions depend on the input of all groups). The vertical axis parts methods marked by
high levels of transparency (where information from single groups is shared with the centralized agency that is responsible
for the final decision) from private methods (where less information is shared and only aggregate results are needed for
final decisions to be made). The aggregated values v; for i € {1,..., N} obtained from any of these methods are then
used to fill the collective knapsack of budget W.

aggregation results in delegating to the judgement of a single reference group. Other methods, such as the
Arithmetic mean, allow for all groups to partake equally in the aggregation outcome. Selecting one method
over the other involves a variety of considerations. For example, some groups may recognize their lack
of expertise and voluntarily defer to the decisions of others. Similarly, during a time of emergency there
might not be enough time or resources to engage in extensive discourse and only those with a specialized
understanding of the subject may be queried. In other circumstances, there may be complex technical or
political factors to consider, including safety or societal stability that may require prioritizing the input of
specific groups to mitigate potential negative consequences. However, as a general rule, it is important to
prioritize inclusivity and to ensure that all evaluations are properly taken into account.

Finally, some methods are associated with a high degree of transparency and sharing of information
compared to others. For example, the Minimum variance and Delegation methods require that groups disclose
their level of expertise so that their evaluations may be weighted properly. Other methods are more private
and less information is necessary to determine v;. We provide a schematic in Fig.

An illustrative example with N, = 2 projects

As a first example, we consider a simple selection problem under perception noise, €;; = 6%, when there

are only two projects to choose from, of cost w; = we = 1 and value v;1 =a > 0 and vo = b > 0, with a < b
without loss of generality. We set the knapsack budget W = 1 so that only one of the two projects can be
selected. Finally, we let project types t; and t5 be taken from the uniform distribution U (¢min, tmax), With
tmin < tmax-

We determine the aggregate values v] and v4 for the IV, = 2 projects using the following aggregation rules:
(i) Arithmetic mean, (ii) Individual, and (iii) Delegation. We also discuss (iv) the Median when Ng = 3. The
latter case is the same as the Trimmed and Winsorized means for Ny = 3, and represents the case where
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groups agree to select the intermediate evaluation among them as their aggregated value. We select these
aggregation methods as they are amenable to analytical treatment for N, = 2. The remaining methods, or
scenarios with IV, > 2 projects, will be examined in the next section using numerical methods.

If we assume that projects are evaluated independently of each other, by construction, methods (i)—(iv)
lead to aggregate values v] and v} that are independent random variables normally distributed with mean
v1 = a and vy = b, respectively. The corresponding standard deviations gage(t;) depend on the aggregation
method, the project type t; for i € {1,2}, the number of groups Ny, and the group expertise distribution
parameters ey, 5. We write

Ui ~ N(a, gagg(tl)) and U; ~ ./\/(b, gagg(tQ))a (22)

where gagg(ti) = Gavg(ti); Gaga(ti) = Gina(ti), Gage(ti) = gael(ti), OF Gagg(ti) = gmea(t:) for each of the (i)—(iv)
aggregation methods described above. We evaluate them below. In all cases, we use the standard deviation
associated to perception noise o;; = [t; — e;| and refer to o;; as the perception error. Once the values of
Jagg (ti) are determined, we calculate V (¢, t2), the expected value of the filled knapsack with the constraint
that only one project can be selected as

Np=2

V(t1,t2) = Z ;v | . (23)

The expectation in Eq. is determined over many realizations of the Ny groups evaluating the same two
projects of type t1,t2. Although we only highlight the dependence on ¢, ts in Eq. , V(t1,t2) also depends
on the values a, b, on the number of stakeholder groups Vg, and on the knowledge breadth 8. Due to the
stochasticity of the evaluation process, z; € {0,1} is a random variable; due to the budget constraints the
only two possible combinations are 1 = 1,29 = 0 or ;7 = 0,25 = 1. Given the aggregated values v] and v},
and recalling that the filled knapsack can have value v;1 = a with 1 = 1,20 =0 or vy = bwithxy =0,z5 =1
depending on the relationship between v] and v4, we write

V(t1,t2) = aPr(vy > vh) + bPr(v] < v))
= a(1l — Pr(v] < vh)) + bPr(v] < vj) (24)
=a+ (b—a)Pr(v] — vy <0),
where Pr(-) denotes the probability, and the last equality follows from well know identities in probability

theory, i.e. Pr(z < y) = Pr(z — y < 0). Using Eq. it is straightforward to show that the quantity v] — v}
satisfies

o = b~ N (0= b, 02 (1) + g2 (1)) (25)
We thus obtain
Pr(vi —vy <0) =@ b ) (26)
Vs (11) + 92(t2)

where ®(z) is the cumulative distribution function of the standard normal distribution ¢(t) defined as

2) = /_ ; G(t)dt — \/% /_ ; 4 dt. (27)

b—a
\/gggg(tl) + gz%gg(tQ)

Since 0 < ®(z) < 1, and ®(z) is an increasing function of z, and since gage(¢;) is independent of a, b, it follows
that a < V(t1,t2) < band that V (¢, ) increases as a function of b — a > 0 for all aggregation methods. We
now determine gagq(t;) for the aggregation methods (i)—(iv) and discuss the emerging trends in V' (1, t2).

Finally, we write

V(tl, tg) =a-+ (b — a)(I) (28)
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(i)

(i)

(iii)

Arithmetic mean: Using well known properties of the mean of random variables that are normally
distributed about a common center, we write gavg(t;) for the Arithmetic mean as

1/2

N,
1 s

gan(ti) = 7N E 0—1'2]' where 045 = |tl — 6j|. (29)
s \j=1

It can easily be shown using Eq. that V'(t1,t2) is a decreasing function of 8 for fixed N;. Increasing
the heterogeneity [ of the group expertise levels leads to less accurate assessments of projects. This,
in turn, lessens V (¢1,t2) since all inputs are used to determine the final selection. It can be similarly
shown that, for fixed 8, V (t1,t2) is an increasing function of Nj.

Individual: For this protocol, since v} is determined by delegating to a specific group k = k* as per
Eq. , the associated standard deviation is given by

Gind (ti) = o= = [t; — epx|, where |tm — ex-| <|tm — €], Vj (30)
and where ¢\ = (fmin + tmax)/2 is the center of the project-type interval. In this case, k* is independent
of i and ging(t;) viewed as a function of ¢; is the absolute value of ¢; shifted with respect to ep«. It is
straightforward to conclude that V(¢1,t2) decreases if the expertise of the representative group k* is
increasingly divergent from the project types at hand. Since we assume the center of the expertise and
project-type intervals coincide, i.e. ey = ty, Eq. implies that the group £* to delegate decisions
to is the one with the central expertise, ey« = en. This is true for all Ny, 5 and for odd Ns.

Delegation: The standard deviation under the Delegation aggregation protocol is given by the piece-
wise linear function

gdel(ti) = Uik(i) = |ti — ek(ti)|7 where |fi — ek(ti)| S |tl‘ — €j|, V] (31)
Here, gqc1(t;) is the absolute value of ¢; shifted by an amount, eg(t;), that depends on ¢; itself. Similarly
to the Individual aggregation method, V' (¢1, t3) decreases as the expertise of the group whose judgement
all others have delegated to (to evaluate project i) diverges from the project type t;. How Nj, 8 affect
V(t1,t2) depends on how the distribution of the expertise levels compares to the ¢; project types.

Median: Finally, upon setting Ny = 3 and ordering the respective evaluations in ascending order, the
Median aggregation method yields

Imed (ti) = 0y2) = |[ti —e(@y)|  where vi(1) < vi2) < Vi), Vi, (32)
which for Ng = 3 is the same as the Trimmed and Winsorized mean. We can now calculate

N, N,
Pr(vf —vh <0)= > > Pr(vie—vas < 0[(v1r < v1¢ < 01m)N(v2r < 020 < 31)), (33)
k#LF£m r#£s#t

where the quantity Pr(viy — vas < 0|(vig < v1g < V1 )N(v2r < vas < vg;)) is the probability that vy <
V95 conditioned on the vyy, vos evaluations of projects i = 1 and i = 2 made by groups /, s, respectively,
lie between the corresponding evaluations made by the other groups. Under these assumptions, by
construction v = vy and v5 = ves. Given a set of three independent random variables X1,Y7, Z;
distributed according to fx, (1), fy,(y1), fz, (21), and another set X5, Y5, Z5 distributed according to

Ix,(@2), fv,(y2), fz,(22), respectively, we can write

PI‘(Yl < Y2|(X1 <Vt < Zl) n (XQ <Y, < Zg)) =
[ o) ) B )3 = Fy (02) Py (02)(1 = Foa0) dince (34)

where the first integral is over the entire domain of fy,(y1) and the second is restricted to values
y2 > y1 in the domain of fy, (y2). In Eq. Fx,(y;) is the cumulative distribution function associated
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to fx,(x;) defined as
Fx ) =P <) = [ wda (3)

x; <Yi

and similarly for Fz, (y;). Since all evaluations v;; are derived from Gaussian distributions, we can write

Eq. as

N. N,
/ / . = = Yy —a y2—b hr—a y2—b
Pr(”l‘”2<0)_//y Z Z(b( O1¢ >¢<028 >(I)<Ulk )(I)<02T>X

22Y1 foot ot rtsEt

e () Lo (0 Jama

Finally, we introduce the performance F5(3, Ns), defined as the average of the expected value V(t1, t2) taken
over all possible project types t1,ts. That is,

(36)

where ®(-) and ¢(-) are defined in Eq. (27).

tmax  ftmax
E5(B,Ns) = ;/ / V(t1,to) dtydts. (37)
(tmax - tmin)z t

This quantity is often used in the literature on organizational decision-making as a metric that is independent
of project type, so that results do not depend on the specific choices made for ¢;. It is called performance in
reference to the performance of an investment portfolio of a firm, whereby different managers are called to
decide which investments to fund. If the aggregation protocol is such that V(¢1,t2) is independent of ¢, o
and reaches its maximal value Vi, (2) = b, independently of ¢1, ta, then Ea(8, Ng) = Emax(2) = Vinax(2) = b.
Of course, E2(83, Ns) < Vinax(2) = b for all aggregation methods.

In Fig. we plot the performance Es(8, N;) for the Individual, Arithmetic mean, Delegation and Median
aggregation protocols as a function of the knowledge breadth ( for various values of Ng. The parameters
selected for the two projects are a = 1,b = 2 and w; = wy = 1. The available budget is set at W = 1 so that
only one of them can be selected. We also set tmin = 0, tmax = 10, ey = 5 and vary 8 and Ng.

The Individual method yields a uniform value for E5(3, Ny), independent of Ny and 5. This is expected
since evaluations are delegated to group k* as per Eq. , and since in our specific setting (i.e. tp = ey and
N; odd) eg+ = ey = 5 regardless of the number of stakeholder groups and their expertise spread. Using the
above parameters and Egs. and , a direct numerical integration of Eq. yields Fa (8, Ng) = 1.626.

The Arithmetic mean method yields Es(8, Ns) curves that decrease as a function of 3 for fixed Ny as
discussed earlier. We only show the E»(3,3) curve in Fig.[5} its largest value is £(0,3) = 1.700. The largest
values of E5(f, Ns) for other choices of Ny are E3(0,5) = 1.744 and E»(0,7) = 1.776. Note that for small
knowledge breath (3, the performance derived from aggregating values via the arithmetic mean is larger than
the one derived from delegating to a single individual. However, beyond a critical 8 value, the reverse is
true. This result underscores that extending the decision-making process to include input from all groups is
beneficial only if the heterogeneity in their interests and expertise 3 is contained.

The Delegation method leads to a maximum for Es(8, N;) as 8 increases. Here, the aggregated evaluations
v, that are used to fill the collective knapsack are the ones made by the groups j; that have the smallest
perception error o;;, = |t; — e;,| for each ¢ = 1,2. Thus, for project i = 1 one delegates to group j; and for
project ¢ = 2 one delegates to group ja. For certain choices of ¢1,to, or for sufficient number of groups Ny, it
may be that 3 can be set such that among the expertise levels e; determined via Eq. two of them will
coincide with ¢1,t2 so that 0,5, = [t; — ej,| = 0 for ¢ = 1,2. These the groups provide exact evaluations, and
one delegates to them. Since there are no errors, the associated g leads to the highest likelihood that project
1 =2 of value v = b > a is placed in the collective knapsack, maximizing V'(t1,t2). For large enough Nj,
there may be more than one § leading to o;;, = 0, leading to multiple maxima in V'(¢1,t2). The performance
E5(B, Ns), however, is an average over all project types t1,to in [tmin, tmax), hence one must determine
expertise levels e; such that the corresponding o;; are minimized for all possible ¢;, t2 project types uniformly
distributed within [tmin, tmax] and not just specific, fixed values. The value of 5 that leads to such e; levels
via Eq. is the one that yields the most accurate estimates of the projects, and that maximizes F5 (3, Ns).

min tmin
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We thus seek to distribute the e; values in [tmin, tmax) SO that there is adequate expertise to properly evaluate
any project type t;. Mathematically, we seek to ensure that o;; = |[t; — e;| is smallest for any ¢;. One way to
do this is to set A = tnax — tmin and to define

e t + A
1 = Ulmin anT
2N,
A | (39)
6j:€j,1-‘rﬁ, fOI‘jE{Q,...,NS}.

This choice ensures that for any t; € [tmin, tmax| there exists at least one j such that o;; = |t; — e;| < A/2N;.
This value of j is specifically determined via

A A
If ({—1)— <(ti —tmin) <l—, then j=4¢ for L€ {1,...,Ns}. (39)
N, N,
Coupling the scheme in Eqgs. with the definition of g in Eq. we identify 8 = Bop¢ that leads to the
maximum in Es(8, Ng) under Delegation as

Bopt(Ns) =eM — tmin — 2A]VS, (40)
where we only keep the dependence on Ny explicit. For the parameters used in Fig.[5 em =5, tmin =
0, A =10, we find Bops(Ns = 3) =10/3, Bopt(Ns =5) =4, Bopt(Ns =7) =30/7, in good agreement with
numerical results. Furthermore, as Ny increases the error A/2N; decreases, implying less uncertainty in
the aggregate evaluations v,. We thus expect F1(3, N;) to increase with Ny, a result that is confirmed in
Fig. As 8> Bopt increases, we observe inflection points in the Delegation curves in Fig. These emerge
as increasing [ moves some of the expertise levels e; # enm outside the [tmin,tmax] interval so that the
corresponding groups are no longer used in the delegation process, leading to non-trivial changes in the
performance. As ( increases even further, all expertise levels e; # ey are outside the [tmin, tmax] interval.
In this limit, all evaluations are delegated to the group with the central expertise ey and the Individual
and Delegation methods become equivalent. The threshold of equivalence between the two methods can be
estimated as Sequiv(Ns) = em(Ns — 1). For Ny = 3 we calculate Sequiv(3) = 10, which is confirmed in Fig.
A similar reasoning leads to conclude that the Individual and Delegation methods are also equivalent for
B =0, regardless of Nj.

The Median method for Ny = 3 results in a non-monotonic performance Es(3,3), similar to what observed
under Delegation. The mechanisms driving both trends are similar: for 8 — 0 the limited spread in expertise
levels e; yields relatively large perception errors |t; — e;| for all groups j and to inaccurate estimates of project
values v;;. Since the resulting median v} is not necessarily reflective of actual project values, Ea(53, Ng) is
relatively low. As f increases, the likelihood of accurate evaluations (and of their median values) increases.
The collective knapsack is now filled with projects whose aggregate values v} are closer to their actual ones,
increasing Es (8, N;). However, to the contrary of the Delegation case where it is enough for any one of the N
groups to correctly estimate project values, here the accurate evaluation must also be the median among the
N; evaluations. This extra constraint accounts for a larger E5 (3, Ng) and a more easily identifiable S, under
Delegation than under the Median. As 8 increases further, just as under Delegation, F5(/3, Ns) decreases.

One final observation is that for 5 — 0 all project evaluations v;; are based on the same perception error
oi; = |t; — en|. Thus, the more inputs are used to determine the aggregate value v}, the more accurate the
estimate is. Hence, F(Ng, f — 0) is largest under Arithmetic mean, followed by the Median, Delegation and
the Individual aggregation methods, respectively. The latter are equivalent when 5 = 0 for all V.

In the next section, we generalize the above results to an arbitrary number of projects /N, > 2 and introduce
extended definitions for V/(ty,...,tn,) and Ex_ (8, Ns).

General case with N, projects

To extend the previous analysis to N, > 2 projects we first define V'(t1,...,ty,) as the expected value of
the filled knapsack when there are N, projects to select from. Here, the expectation is taken by averaging
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Figure 5. Performance E2(3, Ns) as defined in Eq. for N, = 2 projects of value v1 =a = 1,v2 = b= 2 and of cost
wy = we = 1, respectively. Group expertises are within [ex — 8, em + 8] where et = 5 and 8 can vary. Project types are
uniformly distributed in [tmin, tmax] where tmin = 0, tmax = 10 and the collective knapsack budget is set at W = 1, implying
that only one project can be selected. The performance E2(3, Ns) is the average over all possible types t1,t2 € [tmin, tmax]
of the expected value of the collective knapsack V (¢1,t2). The latter is obtained as the expectation of the evaluation process
from the input of N5 groups for fixed project types t1,t2. For the chosen parameters, Fmax(2) = Vimax(2) =b=2. The
aggregation methods surveyed are Individual, Arithmetic mean, Delegation and the Median. The curve corresponding to the
Arithmetic mean is a decreasing function of 8 and an increasing function of Ns. The curves corresponding to Delegation
are increasing in Ny for fixed (3. For fixed Ns, they display maxima at 8 = Bopt (IVs) estimated as Bopt(3) = 10/3 = 3.33,
Bopt(5) =4, Bopt(7) = 30/7 = 4.29 as discussed in the text and in good agreement with numerical findings. The curve
corresponding to the Median for Ns is also non-monotonic. However, the estimated performance E2(8, Ns) is lower than
under Delegation.

over many realizations of the system, each “replica” carrying its own set of {v;;} evaluations and its own
{z;} list. Thus,

ND
V(tl,...,th)ZE invi (41)
i=1

extends the definition of V(t1,%2) to general Ny. Similarly, we define the performance Ex, (8, Ns) as the
average of V(t1,...,tn,) over all project types. That is,

tmax tmax
Ex, (B, N,) = ;N/ / Vit tx)dt ... dix,. (42)
(tmax - tmin) P

In the previous section, we were able to derive analytical results for V (¢, t2) and Es(8, Ns) in Eqgs. and
, respectively, for at least for some aggregation methods. However, the complexity of the theoretical
analysis grows combinatorially with N,, making it very challenging to derive explicit expressions for
V(t1,...,tn,) and En, (3,Ns) in Eqgs. and for N, > 2. We thus perform numerical simulations
using the N, = 2 analytical results as a reference.

The first scenario we study includes N, projects of integer value v; =4 with uniform cost w; =1 for
i€ {l,...,N,}. The project-type interval remains [tmin,tmax] and the expertise spread is still as described
in Eq. with ey = ¢m. The knapsack budget is W = N, /2. Results from this “baseline” scenario will be
compared to other settings where all quantities remain unchanged except for the project cost structure w;
for ¢ € {1,..., Np}. The most valuable knapsack in the baseline case (w; = 1) is assembled by selecting the

tmin tmin
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N, /2 largest value projects so that x; =0 1if ¢ € {1,...,N,/2} and z; =1 if i € {N,/2+ 1, N, }. Its value
‘/max(Np) is

Ny Ny
. Ny(3N, +2)
Vimax(Np) = D _mivi = Y i= =, (43)
i=1 ._Np
Z=T+1

so that En, (8, Ns) < Vinax(Np). Upon setting N, = 2, we recover the scenario discussed in the previous
section for a = 1,b = 2.

The second scenario we study is that of non-uniform, decreasing costs w; = 2(N, +1 —14)/(Np + 1) while
maintaining all other settings unchanged. This alternative structure for w; ensures that the combined cost
of all projects is

NP NP 2 NP
;wi:;IZNp+1;(Np+l—i):Np, (44)

which is the same for uniform costs. A third interesting scenario is that of increasing costs w; = 2i/(N, + 1)
fori = {1,..., N, } which, similarly to Eq. , yield a combined cost Np. Here, however, increasing v; and w;
results in quality evaluations g;; = v;;/w; that are not strongly dependent on ¢. Furthermore, our knapsack
solver is particularly efficient when costs and value increase in the same way, and typically yield the optimal
solution even if the collective values vj are different from v;. The resulting performances Ey, (3, N;) are not
too dissimilar across aggregation methods and by construction are much smaller compared to the decreasing
cost scenario. Hence, we will not further discuss this case.

In the next section, we numerically evaluate Ex, (3, Ns) using different aggregation methods for N, = 30,
W = N,/2=15 and for tmin =0,tmax = 10 and em =5 fixed. Once all group evaluations v;; and the
corresponding aggregate values v} or qualities g, are determined, the collective knapsack is filled. To determine
which projects it should include, we utilize a classical dynamic programming algorithm specifically designed
for the binary knapsack problem where values and costs are integer-valued (Martello and Tothl [1987));
fractional costs can be included upon scaling by a suitable factor. Finally, the performance in Eq.
is evaluated via Monte-Carlo integration based on 500,000 random samplings of the ¢; project types given a
specific aggregation method.

Before discussing our numerical results for uniform and increasing costs, we evaluate the maximal values
the knapsack can contain, and the maximal performance. In the uniform case (w; = 1), the largest possible
value of the knapsack is Vipax(30) = Emax(30) = 345, and the corresponding cost is the entire budget
W = N,/2 = 15. For decreasing w;, one can show that Vi,ax(30) = Enax(30) is attained by including the 21
largest value projects so that z; =0 if ¢ < 10 and z; = 1 if z; > 10 resulting in

Np 30
Vimax(30) = Y miv; = Y i = 420. (45)
=1 =10

In this case, the cost of the knapsack is slightly less that the W = 15 budget since

30 30

2 462
E: .:75:31_':7 15. 46
i:lOwZ 31 i:lO( Z) 31 - ( )

Adding the next best value project, with ¢ = 9, would augment the knapsack cost by 44/31 increasing the
total cost to 506/31 > 15, thus exceeding the W = 15 budget. Finally, for increasing w; the maximal value
Vinax(30) = Frax(30) = 232 and is attained by including the 20 lowest value projects and the 22" so that
x; = 1if i <20, 299 = 1 and z; = 0 otherwise. In this case, Vi1ax(30) = 232 and the total cost is 14.97.

Numerical results for N, = 30 projects and various aggregation methods

Here, we present results from numerical studies of collective knapsacks constructed using various aggregation
methods for N, =30, W = N,/2 =15, tmin = 0,tmax =10 and ey =5. When using the asymmetric
estimators (the Trimmed and Winsorized means) we set a = 0.2, and set p to be the value of aNg rounded
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Figure 6. Performance E30(83, Ns) as defined in Eq. (42) for N, = 30 projects of value v; =4, for i € {1,..., N} for
various aggregation methods. In panels (a,b) we plot E30(53,3); in panels (c,d) we plot E30(3,9). Costs are uniform
(w; = 1) in panels (a,c) and decreasing (w; = 2(Np +1 —4)/(Np + 1)) in panels (b,d). Group expertises are within
[em — B,em + 3] where e =5 and (3 can vary. Project types are between [tmin,tmax] Where tmin = 0, tmax = 10 and
the collective knapsack budget is set at W = N, /2 = 15. For the chosen parameters, Funax(30) = 345 in panels (a,c)
(uniform costs) and Emax(30) = 420 in panels (b,d) (decreasing costs). We numerically surveyed all aggregation methods
described in the text. Results from the Yes-or-no voting method do not appear in any of the panels as the resulting
performances are below the chosen vertical axes scales. Relevant ranges for this method are: (a): 245 — 269; (b): 217 —
275; (c): 255 — 296; (d): 239 — 352. Similarly, Borda count results do not appear in panel (b), the relevant range is 404
— 417; z-score results do not appear in panels (b,d), the relevant ranges are (b): 189 — 191; (d): 189 — 191. For Ny, =3
in panels (a,b) the Trimmed mean and the Winsorized mean are equivalent to the Median. The aggregation method that
results in the largest performance Es3o(3, Ns) in all panels is the Minimum variance, closely followed by Delegation. Both

methods bias the evaluation of projects in favor of groups whose expertise is closest to the project type. For all aggregation

methods and fixed (3, N5, the performance Es3o(8, Ns) is largest for decreasing cost structures. Increasing Ng improves the

performance in all panels; increasing (3 is generally detrimental except for select aggregation methods where intermediate
values of (3 yield a maximum performance. These methods are the Minimum variance, Delegation, and the Median for
Ns = 3 where a larger spread 3 ensures that at least one group’s expertise is close to all possible project types.
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to nearest integer. Some of our results are shown in Figs.|§|(au,c)7 corresponding to the uniform cost case
w; =1 for Ny =3 and Ny = 9 respectively, and in Figs.@(b,d), corresponding to the decreasing cost case
w; = 2(Np +1—14)/(Np + 1) for Ny = 3 and N; = 9, respectively. More detailed plots are in the Appendix,
where we show the performance F3q(3, Ns) for each of the twelve aggregation methods for several values of
N; using the same N, = 30, W = N, /2 = 15, tmin = 0, tmax = 10 and ep; = 5 parameters.

The most noticeable feature we observe is that, for fixed Ny, weight distributions strongly affect the
performance and that the decreasing cost structure leads to collective knapsacks with higher overall value.
This trend emerges from having associated large-value projects with low costs, making their inclusion in the
knapsack very advantageous. This trend emerges for all values of Ny that we probed. Another observation
is that among all aggregation methods we surveyed, regardless of cost structure and number of groups Vg,
the one that yields the largest performance is the Minimum variance, closely followed by Delegation. Both
of these methods prioritize the evaluation made by groups whose expertise is closest to project type.

We also find that for most aggregation methods En, (8, Ns) increases with N for fixed 3, for both uniform
and decreasing costs. Here, increasing the number of stakeholder groups implies a more numerous, and
more diverse, set of expertises, smaller perception errors o;;, more accurate aggregated estimates, and thus
larger performances. This is observed by comparing the Ny = 3 curves in Fig.@(a) with the Ny =9 ones
in Fig.@(c) and similarly by comparing their counterparts in Figs.@(b,d). The only aggregation method for
which Ex, (3, Ns) is independent of N; is the Individual one, since here the only evaluations used are those
made by the group with central expertise ep; = 5 regardless of Ng. When 5 = 0 or 8 — oo, the performance
under Delegation is the same as under the Individual aggregation method. This is also observed in Fig.[5] for
Ny, =2.

Once Ny is fixed, and for small to moderate values of 8, most aggregation methods, direct or indirect,
achieve better performance compared to the Individual method, with few exceptions. One of them is the
z-score. This is to be expected as under z-score about half the projects are assigned a negative quality and
discarded, as their inclusion in the collective knapsack would decrease the overall value. Hence, when using
z-scores, the knapsack is sub-optimally populated and there is an excess available budget. Another method
that performs poorly is Yes-or-no voting, due to the emergence of many ties among for projects of the same
quality that hinder selection of the highest valued. Although the En, (8, Ns) curves for the Yes-or-no voting
method are not included in Fig.[6] due to their low values compared to the chosen scale, the Yes-or-no voting
aggregation method is the only one whose performance increases with § for the given parameters. In this
case, increasing [ leads to more heterogeneity in project evaluations, decreasing the number of ties and thus
yielding a larger performance.

For Ng =3, the inclusion of indirect aggregation methods that cannot be easily evaluated through
analytical methods (such as the Borda count or the Min-max scaling) results in additional performance
curves E30(08,3) that decrease substantially as /3 increases compared to the ones obtained for direct methods
as shown in Figs.@(a,b). Indirect methods are competitive with direct ones only when the expertise spread
[ is contained. Increasing the number of stakeholder groups to Ny = 9 results in larger performances for all
methods, particularly for the indirect ones and large 8. E50(8,9) is still larger for direct methods than for
indirect ones, but the gap between them is reduced compared to the Ny = 3 case.

Many findings obtained by setting /N, = 2 in the uniform cost case are robust to increasing the number of
projects to N, = 30 as can be seen from comparing Fig.with Figs.@(a,c). In particular, curves corresponding
to the Arithmetic mean decrease in 3, whereas those obtained under Delegation display a maximum. The
value fop¢ for which the performance is maximized under Delegation for N, = 30 is the same as for IV, = 2 and
is given in Eq. . Since computing the performance involves averaging over all project types, its maximum
is found by equally spacing the group expertise levels on the range of the project types, regardless of the
actual number of available projects. Similarly, the Median aggregation method leads to a shallow maximum.
There are, however, no inflection points. Furthermore, increasing the number of groups Vg typically increases
the performance for fixed S.

Another interesting feature of Fig.[6]is that, as predicted, the z-score aggregation method, a very natural
protocol due its ubiquity in statistics, performs poorly for both uniform and decreasing cost structures, and
for both Ny = 3,9. This is because, by construction, each group assigns a negative z-score to about half
the projects thorough Eq. ; these are the ones whose value is less than the mean. Thus, there is a high
likelihood that the aggregated score ¢., given by the sum of the z-scores presented by all groups as per
Eq. is also negative. Projects with a negative evaluation are not included in the collective knapsack as
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they add cost without increasing the value. As a result, under z-score it is very likely that the collective
knapsack will contain a suboptimal number of projects, leaving a residual budget that cannot be utilized.
We corrected for this feature of the z-score by introducing a variant aggregation method, Standard-deviation
scaling, which results in positive aggregated scores ¢ for all projects. As can be seen in Fig.|§|7 this protocol
outperforms the z-score in all cases. Other variants of the z-score can also be devised, including greedy
methods.

Overall, our results imply that the best overall performance is obtained when decision-making is based
on the input of multiple groups whose expertise carries a moderate spread (large Ny, intermediate 8) and
that direct methods perform better than indirect ones. For the parameters used in this paper, the best
aggregation method is Minimum variance, where all groups partake in the decision-making process but the
input of those whose expertise is most closely aligned with project type is favored. Good performances also
arise under Delegation.

Information errors

As shown in Fig.[6] the Minimum variance and Delegation methods yield the best performances. However, in
both cases, the central decision-maker must compare expertises e; of all the Ny groups to determine which
are associated with the smallest (or most relevant) perception errors o;;. Alternatively, it is the groups
themselves that disclose this information and make comparisons amongst themselves to identify which of
them has the most suitable o;;.

The need to compare all o;; values implies that all project expertises e; are known. Here, we assume that
there may be information errors so that either the central decision-maker, or the Ny groups, are not able to
properly assess the e; expertise levels. Project types ¢; are assumed to be known for all ¢ € {1,..., N, }. We
thus introduce the probability r (0 < r < 1) that the aggregation process is flawed.

Under Delegation, r is the probability that project estimation is delegated to a randomly selected group
rather than to the one whose expertise is most closely aligned with the project type. The limit » = 0 implies
that the delegation process is always error-free and in favor of the group with the smallest o;;. If r =1,
instead, each group has the same probability of being selected, regardless of its expertise level. In practice,
once r is given, we delegate the decision with probability r/Ny to any of the Ny — 1 non-optimal groups, and
with probability 1 — (Ns — 1)r/Ns to the optimal group k* as per Eq. . Under Minimum variance, r is
the probability that project estimation is achieved via the Arithmetic mean rather that through optimally
weighting evaluations through Egs. @ and . The limit » = 0 implies that Minimum variance is always
performed correctly whereas r = 1 results in the Arithmetic mean being used in all evaluations. Since 7 is
the likelihood that a project is evaluated incorrectly, the number of projects that are incorrectly evaluated
follows a binomial distribution with expectation rN.

In Fig. we plot E3(8, Ns) for Ny = 3 under Delegation and Minimum variance subject to different levels
of information error r € {0,0.5,1} for uniform and decreasing cost structures. As r increases, performance
levels decline for both aggregation methods across both cost structures, with the effect being particularly
pronounced under Delegation. When r = (0.5, the optimal group in Delegation is selected with a probability
of 1 — 2 x 0.5/3 = 2/3, yet performance still drops significantly. This decline is even more pronounced in the
case of decreasing costs, as illustrated in Fig. (b) The limit » = 1 represents the scenario where selection of
the most suitable group is completely random. Thus, increasing the expertise heterogeneity g is detrimental
since all evaluations have the same likelihood of being selected. Minimum variance is more robust to increasing
the information error to » = 1 since this case reduces to the Arithmetic mean, whereby the input of all groups
is used, tempering the effect of any unrealistic evaluation.

The Borda count

One interesting observation from Fig.[6] is that the performance of the Borda count method is on par with
several others and actually even exceeds that of the Arithmetic mean in the uniform cost case in panels (a,c).
However, its performance is much worse performance than that of all other methods in the decreasing cost
case in panels (b,d). Why is this the case?
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Figure 7. Performance Eso(f3,3) under Delegation (green curves) and Minimum variance (red curves) subject to
different probabilities of information error r = 0,0.5,1 for uniform (panel (a), w; = 1) and decreasing costs (panel (b),
w; = 2(Np + 1 —14)/(Np + 1)). Group expertises are within [em — 8, em + 3] where ens = 5 and 3 can vary. Project types
are between [tmin, tmax] Where tmin = 0,%max = 10 and the collective knapsack budget is set at W = N, /2 = 15. The
error-free case r = 0 (top-most green and red curves) yields the best performance for both aggregation methods; the
full-error case »r = 1 (lowest green and red curves) results in the worst performance for both. Increasing the expertise
heterogeneity [ is particularly detrimental under Delegation, since decisions are made by one group only, and this group
may completely misevaluate the project at hand. When r = 0, the Minimum variance method reduces to the Arithmetic
mean whereby averaging the value of projects using Ns groups yields a less inaccurate evaluation compared to when a
single, random group is queried.

Unlike direct methods that are value-based, the Borda count scores projects on a pre-determined range
based on project qualities resulting in the minimum score being set at zero and the maximum score being
capped at N, — 1, regardless of the actual quality values and associated spread. As pointed out by |Bottcher
and Klingebiel| (2024)), capping scores is an effective way to include outliers in the evaluations and can more
accurately identify the “best” projects especially when the uncertainty in evaluating projects is very large.
Thus, in the uniform cost case, where quality and value are proportional (or the same upon setting w; = 1
for all i € {1,...,Np}), and where cost constraints only impose an upper limit on the number of projects
that can be selected, the Borda count performs well, even when the expertise spread is large.

However, when weights are not uniformly assigned, the interplay between quality, cost, and the structure
of the Borda scores becomes more relevant. In some cases, projects with the highest quality are not included
in the collective knapsack because their Borda scores do not lead to maximal knapsack total value. This is
due to the mapping of the Borda score onto a finite interval that “smooths out” outliers. For the sake of
argument, consider a simple example with no perception error o;; = 0 and where three possible projects can
be used to fill a collective knapsack of weight W = 1. We set values and cost, and derive the corresponding
quality, Borda counts, and collective knapsack argument, as follows

vy =10, w; =0.1, ¢ = 100, s51=q; =2, gy = 0.2;
ve =2, wp=1 =2 s9=¢qp =1, gowa = 1; (47)
V3 = 17 w3 = 09, q3 = 1117 83 = qg = O, qéwg =0.

Since there is no error, all groups will evaluate projects in the same way. Hence, the goal is to maximize
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NP
maxz qiwiws, (48)
i=1

and use the z; values to determine the S-independent performance Fs5 given by

NP
E3 = Z Z;U;, (49)
=1

where Eq. is the same as Eq. under the assumption that o;; =0 so that the performance is
independent of expertise and project type and on the number of stakeholder groups. In this example, project
1 is associated with the highest quality and E3 is optimized by always selecting projects 1 and 3, which
carry a total cost wy +ws =W =1, and yield the performance vy + v3 = 11. Selecting project 2 results in
a collective knapsack of cost wy = W =1 and of performance vy = 2, which is less than the valued obtained
by selecting projects 1 and 3.

When using the Borda count, the collective knapsack in Eq. is maximized by including only project 2,
since ghwe = 1 is greater than the combined contribution of projects 1 and 3, for which ¢jw; + gfws = 0.2.
This outcome is due to the fact that although the quality discrepancy between projects 1 and 2 is very large
(g1 = 100 > g2 = 2) the Borda count reduces this gap to just one unit (¢; = 2 > ¢4 = 1). Furthermore, when
filling the collective knapsack, due to the non-uniform cost structure, the contribution of project 2 exceeds
that of project 1 (gjw; = 0.2 < ghwy = 1). If costs were uniform and w; = wy this “switch” could not occur.
This example is illustrative of why the Borda count is not expected to perform well in the decreasing cost
scenario as observed in Fig.[f] Here, the presence of perception errors in evaluating projects and the decreasing
cost structure will facilitate “switches” similar to the one described above leading to sub-optimal projects
being added to the collective knapsack.

The Borda count is instead very useful when outliers are present as it imposes a preset range of values that
tempers their effect. This is true of all rescaled methods. When aggregating values using the Arithmetic mean,
for example, outlier groups may assign an anomalously high or low value to a specific project due to large
perception errors skewing the aggregate result. However, under the Borda count or other rescaled methods,
the impact of outliers is mitigated due to the fixed range. This can be seen in Fig.[§] where we quadruple
the perception error and set it to o;; = 4|e; — t;| for Ny = 3 stakeholder groups. All other parameters and
settings are the same as in Fig.@(a,b). Upon comparing Figs.@ and [8] one can observe that in panels (a), for
uniform costs, all performances decrease when quadrupling the perception error but the least reduction is
associated to the Borda count. This method outperforms, albeit marginally, many other methods for large
8. The effectiveness of the Borda count when increasing the perception error is much more pronounced in
the case of decreasing costs, as can be seen by comparing panels (b) of Figs.|§| and 8 In Fig.@(b) results
from the Borda count do not appear as they are lower than the chosen vertical axis scale. Here, the Borda
count yields the worst performance of all methods for all 5. In Fig.(b), instead, when the perception error
is larger, the performance of Borda count visibly improves, even surpassing that of the Arithmetic mean,
Min-max scaling, and Standard deviation scaling for large 5. Delegation and Minimum variance, however,
remain the best performing methods.

Discussion and conclusion

In this paper, we developed a mathematical model of collective-decision-making where the input of several
stakeholder groups, each with their own priorities and expertises, are taken into account. We considered the
general scenario of tactical decision-making whereby a set of projects that aim to achieve the same strategic
objective is given. A subset of them must be chosen with the objective of maximizing the total long-term
benefit, or value, under cost constraints. We used the perception noise scenario where, although projects have
an intrinsic value, each group carries out its own evaluation, based on specific priorities or expertise, leading
to heterogenous assessments. For each project, it is thus necessary to aggregate the diverse group estimates
and derive a unique evaluation of its benefits. This final aggregated evaluation may, or may not, be aligned
with the project’s intrinsic value. All aggregation methods are then combined with knapsack solvers so that a
“collective” knapsack is filled; the selected projects represent the “portfolio” of projects to be implemented.
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Figure 8. Performance E30(3,3) as defined in Eq. (42)); in panel (a) we used uniform costs and in panel (b) we used
decreasing costs. Other settings and parameters are the same as in Fig.|§| except here we quadruple the perception error
to 05 = 4|e; — t;]. As can be seen, most performances decrease relative to the ones observed in Fig.@ however the
performance under Borda count improves dramatically, especially in the decreasing cost case, outperforming other methods
such as Min-max scaling, Arithmetic mean and Standard deviation scaling for large enough 8. Minimum variance and
Delegation remain the best performing methods and their maxima is located at the same [op¢ value as in Fig.@ Results
derived under the Trimmed and Windsorized means coincide with those derived under the Median; results from the Yes-or-
no voting method do not appear in panels (a,b) since the resulting performances are below the chosen vertical axes scales.
Relevant ranges for this method are: (a): 267 — 277; (b) 277 — 310.

We proposed different protocols to aggregate group evaluations, distinguishing between direct and indirect
methods. The direct ones involve using group evaluations as they are, the indirect ones map existing group
evaluations onto scores or rescaled quantities on predetermined intervals. We also classify these methods as
private or transparent, depending on how much information about the groups must be made public in order
for the aggregation process to be carried out, and on whether they are based on representative or direct
voting. The efficiency of each method is determined via a performance metric that encapsulates the overall
value of the final subset of selected projects.

While some of the aggregation methods studied in this paper have been already introduced in the literature
as direct (Arithmetic mean, Median, Individual, Delegation) and indirect protocols (Yes-or-no voting, Borda
count), several others are novel to this work. In particular, we expand the repertoire of direct methods by
adding the Trimmed and Winsorized means, as well as the Minimum-variance method. Additionally, we add
to the repertoire of indirect methods by including the Min-max, z-score, and Standard-deviation scaling
techniques.

Previous research in portfolio selection was limited to scenarios with uniform project costs (Bottcher and
Klingebiel|2024)); in contrast, this work addresses the more realistic case of heterogeneous costs. Specifically,
we compare and contrast results arising from assigning projects uniform costs to those arising from assigning
lower costs to projects with larger intrinsic value. Including a novel, non-trivial cost structure modifies the
performance of several aggregation methods; most strikingly when using the Borda count. This method
performs relatively well when costs are uniform but is less effective when costs decrease, particularly in cases
where there is a wide variation in expertise. Here, the performance of the Borda count is inferior to that of
many other methods due to the interplay between cost structure, perception error, and mapping qualities
onto predefined ranges (i.e., through the Borda scores).

Many of the new aggregation methods proposed in this work outperform the existing ones, even in the
case of uniform costs. For almost all aggregation methods, and regardless of cost structure, we find that
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the performance improves as the number of stakeholder groups increases and as the heterogeneity in their
expertise levels decreases. Among the exceptions to the above trends are the best performing aggregation
methods, Minimum variance and Delegation where instead the performance reaches a maximum at an optimal
value of the expertise spread. Specifically, Minimum variance and Delegation, perform particularly well when
there is enough, but not excessive, diversity in the expertise range so that at least one of the groups to properly
evaluate any project. Both Minimum variance and Delegation rely on groups sharing their priorities or
expertise levels with one another or with the central decision-maker. In some cases, especially for low project
and stakeholder group numbers, we were also able to provide analytical insight into the performance of
several aggregation methods, advancing the state-of-the-art since previous analytical results were restricted
to deriving the maximum performance for the existing methods as an upper bound.

A natural question arises: of the twelve aggregation methods introduced in this paper, each with their own
performance, transparency and degree of representativeness, which one should be chosen when collective
decisions must be made? Within the context of our work, if expert groups can be identified for each project
and society as a whole is cohesive enough to permit biases in favor of their judgements, then our results
suggest that Minimum variance should be prioritized since it performs the best in all scenarios analyzed.
Even when expertise levels cannot be accurately identified, the performance of Minimum variance is still
bounded from below by the Arithmetic Mean, which is itself an effective aggregation method. Delegation
also performs well, but it requires even greater societal trust, as each project is evaluated solely by the group
with the highest expertise, while the input from all other groups is disregarded. However, this method is
only effective when expert groups can be identified with near certainty. If experts cannot be identified, and
the o0;; values are unknown, then Median and Arithmetic mean provide effective rules. Which of the two
should be utilized depends on the spread of expertise § among constituent groups. Finally, the Borda count
is useful when value proxies must be used, although its performance is subpar for decreasing cost structures
and for large heterogeneity in group expertise spread.

The conclusions above pertain to the specific parameter settings and scenarios studied in this work and may
not extend to other realizations. For example, although we performed extensive numerical studies to study
how each aggregation method performs upon varying the expertise spread 8 and the number of stakeholder
groups Ny, we kept the value of the budget fixed at W = N, /2 and considered only two cases for N, namely
Ny, =2 and N, = 30. Further investigations would include varying W and NN, the relationship between
them, or introducing a relationship between W and Nj, representing the scenario whereby a society with a
larger number of constituent groups is warranted a larger budget.

Many of the parameters chosen in this work are fixed and derived from the existing literature (Bottcher
and Klingebiel 2024; |Csaszar and Eggers|2013) including the width of the project-type interval, the center
of the expertise interval, the intrinsic project values. Similarly, the definition of the perception error when
evaluating projects as the discrepancy between expertise and project type is taken from the literature on
organizational decision-making in management science. We chose to embed our work within this context so
that our novel aggregation methods, analytical results, and findings can be used as natural extensions to the
existing literature. However, all constructs described above could be modified to include qualitatively different
scenarios, for example by imposing that the center of the expertise and project-type interval be different,
allowing the expertise level to be randomly distributed instead of ordering them according to Eq. , or
by introducing alternative ways of defining the perception errors o;;. Another interesting extension could
involve studying hierarchical aggregation structures (Bottcher and Kernell [2022). Additionally, as discussed
earlier in this article, one might consider going beyond perception noise efj and assume that projects have
tangible impacts on each group, either detrimental or advantageous. In this approach, the intrinsic value of
project ¢ would not be v;, but rather its aggregated counterpart v}, reflecting the tangible consequences of
the project on all groups.
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Appendix

For completeness, we show the performance Esq (3, Ny) for each of the twelve aggregation methods for several
values of Ny using the same N, =30, W = N, /2 = 15, tyin = 0, tmax = 10 and ey = 5 parameters used for
Fig.@ Results for the uniform cost case (v; = i,w; = 1) are shown in Fig.@; results for the decreasing cost
case (v; = i,w; = 2(Ny + 1 —i)/(Np + 1)) are shown in Fig.[10}
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Figure 9. Performance Fs0(3, Ns) as defined in Eq. and upon aggregating projects using all twelve methods surveyed
in this paper. We set Ny = 3,5,7,9,11 and v; = ¢ and assume uniform costs w; = 1. All other parameters are the same
as in Fig.@ Ny, =30, W = Ny/2 =15, tmin = 0, tmax = 10 and en = 5.
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Figure 10. Performance Fs0(8, Ns) as defined in Eq. and upon aggregating projects using all twelve methods surveyed
in this paper. We set Ny = 3,5,7,9,11 and v; = ¢ and assume decreasing costs w; = 2(Np + 1 —)/(Np + 1). All other
parameters are the same as in Fig.@ Ny, =30, W = N,/2 =15, tmin = 0,tmax = 10 and em = 5.
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