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ABSTRACT 
With the increasing sophistication of circuits and specifically in 
the presence of IP blocks, new estimation methods are needed in 
the design flow of large-scale circuits. Up to now, a number of 
post-placement congestion estimation techniques in the presence 
of IP blocks have been presented.  

In this paper we present a unified approach for predicting 
wirelength, congestion and delay parameters early in the design 
flow. We also propose a methodology to integrate these 
prediction methods into the placement framework to handle the 
large complexity of the designs.   

Categories and Subject Descriptors 
G.3 [Probability and Statistics]: Statistical computing.  

General Terms 
Algorithms, Measurement, Design, Experimentation, Theory. 

Keywords 
Prediction, Congestion, Wirelength, Delay, Algorithm. 

1. INTRODUCTION 
In the physical layout of Integrated Circuits, a critical quantity is 
the amount of wire required for interconnections; quite frequently, 
this length is used as a measure of the quality of the placement [9, 
51]. On the other hand, to achieve more efficient designs, the 
computer-aided design flow is following the trend of combining 
front-end floor-planning and physical placement. In this process a 
fast but accurate estimation of total wirelength is critical. The 
reason is that the efficiency and accuracy of front end planning 
depends on the performance of floor-planning, placement and 
partitioning tools, and the efficiency of all of these tools depend 
on the accuracy of the interconnect estimator [10]. With the 
increasing size and sophistication of circuits, and specifically in 
the presence of IP blocks, new wirelength estimation methods are 
needed in the design flow of very large-scale circuits. 

The total wirelength affects three major parameters of today’s chip 
design cycle: Chip Size, Clock Frequency, and Power Dissipation. 
Since the above parameters are largely affected by interconnect 
lengths, total wirelength is frequently used as a measure of the 
quality of the placement. For the placement and routing phases, 
the quality requirements are particularly stringent [19]. For the 
result of these phases to be acceptable, accurate predictions of 
relevant post-layout circuit properties are an absolute necessity to 
limit the search of the vast solution space. Hence, CAD tools use 
estimation tools usually based on partitioning methodologies [39, 
52, 53, 54, 55, 56]. Furthermore, an integrated prediction of 
interconnect delay and length is needed to handle the complexity 
of today’s designs. 

Minimizing the total routed wirelength is one of the fundamental 
goals in the VLSI placement stage. However, as VLSI circuits are 
growing in complexity and more importantly in the presence of 
extremely large number of IP blocks, not only the wirelength but 
also the congestion needs to be emphasized at the placement. So 
far, all of the congestion estimation methods perform post-
placement congestion estimation. However in the presence of IP 
blocks, alleviating congestion after placement may result in an 
abrupt increase in wirelength; therefore, congestion needs to be 
estimated early enough to guide placement to avoid generating 
highly-congested and hence un-routable designs.  

In [19], the authors extracted the peak and average congestion 
before placement using Rent’s parameter of the circuit. They have 
also formulated regional congestion as the summation of internal 
and external routing demands. They have shown that internal 
routing demand is well-correlated with the length of interconnects 
and so congestion estimation should be provided by the 
information of wirelength estimation.  

Due to the increasing size of the circuits, many industrial 
integrated circuits have very high utilization factor and so 
congestion is very likely to happen in many areas of the chip after 
placement. If one area of the chip is very congested, it is very 
likely that most of the wires may need to have a detour around the 
congested area although no IP blocks are present in that area. 
Hence, wirelength estimation may need to know the congestion 
map of the circuit, and consider calculating the detour for the 
congested areas. As a result, congestion and wirelength estimation 
are dependent and should be performed concurrently, early in 
design flow. 

The remainder of this paper is organized as follows. Section 2 
presents an overview of the previous research on wirelength 
estimation. In Section 3, we discuss the congestion estimation 
problem and our methodology for concurrent congestion and 
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wirelength estimation. In Section 4, given the congestion map of 
the design, we show how to alleviate congestion. Section 5 
represents timing analysis for delay prediction. Our methodology 
for integrated prediction of congestion and delay is presented in 
Section 6. 

2. WIRELENGTH ESTIMATION 
2.1 Individual Net Length Estimation  
2.1.1 Half Perimeter Bounding Box 
A very popular technique for estimating the length of an 
individual net is the half perimeter wirelength estimation which 
equals the half perimeter of the bounding box of a net [80]. It has 
been proven that this technique provides the optimal solution for 
2-pin and 3-pin nets and a lower bound for nets with higher 
degree. However, it can significantly underestimate wirelength for 
higher-degree nets. Cheng [59] proposed a net weighting 
technique to scale up the HPWL estimation. The net weights are 
degree dependent constants and are experimentally determined. 
However, even for different nets with the same degree, the error in 
the HPWL estimation can be very different. It is impossible to 
derive a single net weight to accurately scale up the HPWL 
estimation for all nets. 

 
Figure 1: Minimum Spanning Tree [32] 

2.1.2 Minimum Spanning Tree 
Another commonly used technique for estimating wirelength is 
using the minimum spanning tree (MST). A spanning tree T = 
{VT, ET} of a graph is a subgraph T of G, where T is a tree (no 
cycles) and such that VT = V and ET ⊆ E. A minimum spanning 
tree is a minimum weight spanning tree over a weighted graph 
which over a rectilinear grid, as shown in Figure 1. This approach 
can produce good wirelength estimation in reasonable amount of 
time. The best time complexity of MST is O (n log(n)). However, 
a simple O (n2) time implementation of Prim’s algorithm is 
usually used in practice. 

2.1.3 Steiner Tree 
We can also achieve accurate estimation by constructing 
rectilinear Steiner minimal tree (RSMT) using either optimal 
algorithms or near-optimal heuristics [81, 61, 77, 79]. But these 
algorithms are computationally too expensive to be used in 
practice. 
The Steiner problem is defined as follows: Given a set P of n 
points, find a set S of Steiner points such that MST (P ∪ S) has 
the minimum cost. Hanan pointed out that an optimal RSMT can 
always be constructed based on the Hanan grid. Note that the 
length of a horizontal (respectively, vertical) edge in the Hanan 
grid is equal to the distance. An example of a rectilinear Steiner 
tree is shown in Figure 2. 

Steiner
point
Steiner
point

 
Figure 2: Rectilinear Steiner tree [32] 

2.2 Total Interconnect Length Estimation  
2.2.1 Rent Rule 
Early work on wirelength estimation was based upon an empirical 
model known as Rent’s Rule [31]. Rent’s Rule correlates the 
number of signal input and output terminals T, to the number of 
gates C, in a random logic network by the power law relation 
T=ACP. A is often called as Rent Coefficient, which is the average 
number of pins per cell. The Rent Exponent, P, is the feature 
parameter of the circuit [17].  
This exponent is a measure of the interconnection complexity of a 
circuit and can vary between 0 and 1 [36]. Higher Rent exponent 
values correspond to a higher complexity [49]. In normal circuits, 
values for P have been observed to range from 0.5 for regular 
structures (such as RAM) to 0.75 for complex structures (such as 
fast VLSI circuits) [37]. Gate circuits of average complexity have 
A=2.5 and P=0.6 [38].  
Sutherland and Oestreicher [43] developed a method for 
estimating track requirements for PC boards. Their method 
however depends on random placement and for large circuits it 
would yield excessively large estimates. Their method can be used 
as an upper bound for interconnection length.  

2.2.2 Donath Wirelength Estimation Method 
Using Rent’s Rule, the first work on wirelength estimation is done 
by Donath [9].  Donath developed a wirelength estimation method 
based on a hierarchical placement technique which resulted in 
much more accurate estimations. His results have been used by 
several other researchers [44, 33, 46, 47, 48, 35, 40, 41, 65, 66]. 
Donath’s technique estimates average wirelength based on a 
hierarchical placement of the circuit.  
In [33] a new analysis of Donath’s model has been presented that 
yields the length distribution functions of the interconnection at 
both the hierarchical level and the system level. With the new 
model of analysis, it was shown that the functions are consistent 
with the previously derived equation for the average 
interconnection length and that the distribution function 
accurately describes the distribution of interconnections within 
previously constructed computer systems.  

2.2.3 Davis Wirelength Estimation Method 
In [20], a rigorous derivation of a complete wire-length 
distribution for on-chip random logic networks was performed by 
recursively applying Rent's rule throughout an entire monolithic 
system. In this work, to predict the interconnect length, a 
continuous interconnect density function has been defined which 
determines the distribution of the number of interconnections 
based on the interconnect length in units of gate pitches. First the 
stochastic wire-length distribution of a single gate has been 



calculated based on Rent rule using the defined density function. 
Once the stochastic wirelength distribution has been determined 
for a single element, it is removed from the system and the same 
process is repeated for the other gates of the system. The 
wirelength distributions for individual gates are superimposed to 
obtain the wirelength distribution for the entire system.  

2.2.4  Non-uniform Probability Distribution 
Methods 
More recent work improves the wirelength estimation by 
considering non-uniform probability [19, 34, 42, 50]. These 
works are modifications of Donath’s technique by introducing the 
occupancy probability as a better model for an optimal placement. 
The interconnection length distribution is defined as a collection 
of values, indicating for each length l, how many interconnections 
have this length. The sum of these values over all lengths l equals 
the total number of interconnections. The interconnection length 
distribution is decomposed into two distributions 
as )()( lflSl =ε , where )(lS is the structural distribution which 

depends on the physical architecture the circuit will be placed in 
and is determined by the enumeration of all pairs (p, q) in 
distance lqpL =),( apart in the Manhattan grid. The )(lf , the 
occupancy probability of a pair of points (p, q), is the probability 
that the pair will effectively be connected by a wire in an optimal 
placement of the circuit in the physical architecture. By changing 
the distribution function of the interconnection points, the 
occupancy probability for pairs of points is changing. Since an 
optimal placement prefers shorter interconnections over longer 
ones, it thus seems acceptable to assume that most point pairs at 
the shortest distance will be occupied and less at the longer 
distance. Intuitively, the occupancy probability is expected to be a 
monotonic decreasing function of the wire length. In [33, 45], by 
using simple theoretical considerations, the normalized 
distribution lε of interconnection lengths for 2D placement is 

computed as ( )max
32 1 llCl r

l ≤≤= −ε . By using this 

normalized distribution and the estimating the structural 
distribution given by Donath as l, the occupancy probability is 

extracted as 42)( −= rCllf . Then the average wirelength is 
calculated by making use of this occupancy probability.  

2.2.5 Wirelength Estimation in Presence of IP 
Blocks 
Most of the research done on wirelength estimation is based on 
regularly placed circuits such as standard cell designs. With the 
trend toward IP-block-based design, macro cells as blockage 
(sometimes referred to as obstacle), are more likely to be present 
in the circuit.  
The blockage may be an on-chip memory, analog or RF blocks, or 
pre-designed hard IP. The presence of the blockage may 
significantly increase wirelength and cause congestion [10].  
The first works on the wirelength estimation in the presence of 
obstacles have been done by Cheng et. al.[10, 21]. In [10], the 
authors identified two distinct effects of obstacles on 
interconnection length: (1) changes due to the redistribution of 
interconnect terminals and (2) detours that have to be made 
around the obstacles. Theoretical expressions of both effects for 
two-terminal nets have been derived based on geometrical 
characteristics of the circuits. In [21], the authors represent a more 
complicated analytical model using a polynomial generation 
technique considering the layout region aspect ratio and the 

presence of the blockage. Their work, however, lacks from 
considering the complexity of the circuits into account and hence 
the average wirelength obtained form these techniques 
overestimate the actual wirelength for circuits with large chip 
area. 
We have proposed a methodology to estimate the average 
wirelength in [1, 2, 4, 6], which is based on a hierarchical 
placement of the circuit into a square Manhattan grid in the 
presence of blockages. This methodology is very similar to 
Donath’s method for estimating total wirelength. The circuit is 
partitioned hierarchically into four sub-circuits. This hierarchical 
partitioning is continued until the number of the standard cells in 
all of the sub-circuits is equal or less than β, where β  is a 
predefined constant.  At each level of hierarchy, the average 
number nh of interconnections and the average length Lh of 
interconnections between each two sub-circuits belonging to the 
same (h+1) level of hierarchy, but different h level of hierarchy 
are deduced. The total interconnection length over all hierarchical 
levels is then obtained from  

∑
=

=
H

h
hhtot LnL

0
 (1) 

where H is the finest level of hierarchy. The average number of 
interconnections between the sub-circuits in each level of 
hierarchy has been extracted using Rent’s exponent which is 
experimentally proven to be a good indicator of the complexity of 
the circuit. The average length of interconnection between the 
sub-circuits is calculated in each level of the hierarchy. Then, 
using formula 1, the total wirelength is estimated by multiplying 
the average number of interconnections by the average length of 
interconnections for each level of hierarchy and summing these 
values over all the hierarchical levels. 

The average number of interconnections at each hierarchical level 
can be calculated using Rent’s rule as in [9]. Donath showed that 
by apply Rent rule on each level of hierarchy, the average number 
of interconnections can be calculated from  

)1(1 4)41( −−−= PLP
h ACn α  (2) 

Where C is the total number of cells, P is the Rent exponent, A is 
the Rent coefficient and α is the fraction of the number of 
terminals for all the interconnections in one level. The value α is 
½ if each net has just two terminals, and is somewhat greater but 
less than 1 for circuits with multi-terminal nets [9]. Parameter L 
shows the level of hierarchy.  

In the presence of the Blockages, the average wirelength is 
represented as the summation of three parts, transparent-block and 

detour in X and Y directions as v
DT

h
DTTB LLLL ++= . The 

transparent-block wirelength, LTB, is defined as the wirelength 
when the blockage is assumed to be transparent and wires can 
pass through it, while the Detour wirelength, LDT, is the detour 
length needed in a routing wire because of the presence of the 
blockages. The probabilistic analysis to extract transparent-block 
and detour parts of interconnect length for horizontally, vertically 
and diagonally adjacent sub-circuits have been done in [1] 
completely and so is omitted here for brevity. For the probability 
distribution of wires, the assumption of uniform probability 
distribution for standard cells from [2, 6, 10] seems to be 
inaccurate since it does not consider the optimal placement tools 
behavior to place connected cells closer to each other. In [19], it 



was shown that the power-law formula ( )Pl 24−− can approximate 
the actual probability of occurrence of a wire with length l which 
is used by [9] for extraction of wirelength.   

Having had the average wirelength for horizontally, vertically and 
diagonally adjacent sub-circuits, the average inter-bin wirelength 
can be obtained for each level of hierarchy h as 
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where hr, v, and d, respectively, denote that the corresponding 
sub-circuits (A, B, C, and D) are horizontally, vertically, or 
diagonally adjacent. Moreover, δ is a parameter to capture the 
optimization behavior of placement algorithm, which favors 
horizontally and vertically adjacent sub-circuits to diagonally 
adjacent ones. 

2.3 Open Problems 
There are several research problems to consider for improving the 
wirelength estimation techniques such as:  

•  Considering the effect of vias and number of bends in 
the estimation 

•  Incorporating the effect of big IP blocks and the slivers 
(narrow spaces) between them 

•  Expanding wirelength estimation methods for 3D 
placement 

3. CONGESTION ESTIMATION 
3.1 Post-Placement Congestion Estimation 
Several post-placement algorithms have been presented to analyze 
congestion before routing. The authors in [59] introduced an 
empirical parameter and used it as a weight for bounding box 
router. In [16, 24], the authors derived the mathematical equation 
to estimate the congestion using a normal distribution 
approximation. Some other works used a routing estimation 
model to predict routing congestion [23]. In [15], the authors 
proposed a stochastic uniform routing distribution model to 
compute the expected track usage. The authors in [22] calibrated 
their method and used it for wirelength estimation. In [11] the 
authors used a probabilistic approach to estimate the congestion. 
The authors in [12] enhanced this approach using the router’s 
intelligence factor in minimizing the number of bends in each 
routed nets.   

3.2 Pre-Placement Congestion Estimation 
Regional congestion estimation appears in the early placement 
stage. In [6] the authors proposed a routing demand estimation 
approach in the context of hierarchical placement for regional 
congestion estimation. For a given region r in a globally routed 
design, the routing demand D(r) is the summation of the number 
of net crossings over all the tile boundaries within region r. For a 
given region r in a design, the internal routing demand ID(r) is the 
summation of the number of crossings caused by internal nets for 
all tile boundaries; the external routing demand ED(r) is the 
summation of the number of crossings caused by external nets for 
all tile boundaries. The total routing demand D(r) for a region can 
be calculated by:  

( ) ( ) ( )rEDrIDrD +=  (4) 

 
Figure 3: Internal Routing Demand is equal to 

wirelength  

3.2.1 Internal Routing Demand 
For a certain region in a top-down placement, it is shown in [18] 
that the internal routing demand is proportional to the total routed 
wirelength after global routing. As shown in Figure 3, if each bin 
grid edge contributes one unit in the wirelength, the number of 
crossings on the bin grids a wire with length l makes in a region 
equals to the l.  

C1

P1

P2

C1

P1

P2  
Figure 4: Cut Set C1 

The congestion estimation method needs to know the total 
wirelength of a region in order to compute the regional internal 
routing demand. In order to estimate the congestion of a circuit on 
every region, we need to estimate its total wirelength beforehand 
for estimating the internal routing demand on every level of 
hierarchy. The method for wirelength estimation which was 
discussed in detail in the previous section can be employed to 
perform hierarchical congestion estimation. As it can be seen, the 
detour happened because of IP blocks are incorporated into 
congestion estimation by computing the internal routing demand 
for each bin. 

3.2.2 External Routing Demand 
External routing demand for a bin is equal to the number of 
crossings over the edges of that bin as shown in Figure 6. Internal 
routing demand can be estimated using Rent parameters, while 
estimating external routing demand requires the knowledge of 
interconnection between regions.  

As discussed in previous section, the power-law function 
( )Pl 24−− can describe the occupancy probability for a wire of length 

l where P is the Rent’s exponent of the circuit. Basically this 
function depicts the probability that a wire of length l can occur in 
the circuit. Since this is a power-law formula with negative power, 
it indicates that long wires can occur less as compared to short 
wires. This model is well-correlated with the behavior of 
placement tools use to place connected cells closer to each other 
as much as possible. Having this probability distribution, we can 
present the relationship between probabilities of wires of length i 
and (i + 1) as 
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where Pi is the probability of occurrence of a wire with length i.  

Figure 4 shows a circuit divided into bins. Let us consider the first 
vertical cut which results in cut set C1. One terminal of each cut 
from C1 is in the right part and the other terminal is in the left part 
of the circuit. The minimum length of each cut is 1 (for adjacent 

bins on the cut border) and maximum length is NC2  (for bins 
on two opposite corners), where NC is the total number of bins. 
So we have:  

1
2

1
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=
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i
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By substituting formula (5) in (6), we have:  
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To solve equation (7), we use the Riemann Zeta function which is 
defined as  
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where )(xΓ is the Gamma function. Using Zeta function by the 

help of Mathematica software [27], it can be shown that 
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As can be seen in Figure 4, only the bins close to the cut boundary 
can contribute in terms of wires with length 1. So, the 
contribution of each of these bins in wires with length 1 would be 

equal to NCPC /11 × . Similarly, the contribution of each bin in 

terms of wires with other length can be calculated. By summing 
up the number of wires of different length that pass over a bin, the 
external demand of that bin caused by cut C1 can be estimated. 
Obviously, when a bin is blocked, its contribution in any wire 
would be zero. The same process needs to be done for all other 
cuts and their external demands need to be summed to generate 
the total external demand for a specific bin.   

3.3 CONCURRENT CONGESTION AND 
WIRELENGTH ESTIMATION 
In this section, we propose a concurrent hierarchical wirelength 
and congestion estimation. We apply this estimation method on a 
hierarchical placement framework after each level of global and 
detailed placement. Our placement framework is a typical top-
down hierarchical placement approach. At each level of hierarchy, 
the layout area is partitioned into several global bins. The bin grid 
for congestion is set to be the same as the partitioning bin grid. At 
each level of hierarchy, our methodology performs wirelength and 
congestion estimation for each bin. 

In order to estimate the congestion of a bin we need to estimate 
the internal and external routing demands of that specific bin. In 
section 3.1 we have shown that the internal routing demand of a 
bin equals to the wirelength inside that bin which can be 
estimated using the method in section 2. For external routing 

demand, we apply the algorithm which was discussed in section 
3.2.  

In order to estimate the wirelength of a bin, we need to do a 
bottom-up hierarchical analysis over that specific bin considering 
its geometrical characteristics. This analysis can be done by using 
the wirelength estimation method given in section III. With this 
method, at each level of hierarchy each bin is partitioned into 4 
sub-bins. The average number of interconnections per sub-bin can 
be computed using formula (2) which uses the Rent exponent of 
the circuit as an indicator of the complexity of the circuit. Section 
III described how to extract the average length of interconnections 
per each sub-bin. By having average number and length of 
interconnections per each sub-bin, the average length of 
interconnection for each bin can be extracted using formula (3). 

However, using this wirelength estimation method, the effect of 
congestion is not considered. With the increasing size of the 
circuits, many industrial integrated circuits have very high 
utilization factor, which means they have a huge number of logic 
blocks. As a result, congestion is very likely to happen in many 
areas of the chip during the placement. If one area of the chip is 
very congested, it is very likely that all of the wires will not be 
able to pass through the congested areas, which means some of 
them may need to be detoured in order to be routed even though 
no IP blocks is present in that specific area. To consider 
calculating the detour for very congested areas, a model of an 
artificial IP block can be used in the wirelength estimation. 

To consider the effect of congested areas of the bin on wirelength, 
a congestion map of the bin should be given in each level of 
hierarchy. In order to provide this congestion map, a congestion 
analysis as described on section 4 should be performed before 
proceeding to the next level of hierarchy for wirelength 
estimation. If some sub-bins are very congested, they are 
artificially set to be a blockage for the analysis in the next level of 
hierarchy. By using this technique, we can incorporate the effect 
of congested areas into wirelength estimation.   

3.4 Open Problems 
There are some open problems to consider for congestion 
estimation such as:  

•  Considering the effect of vias in the estimation 

•  Extending congestion estimation for 3D placement 

•  Extending the concurrent estimation methods for 
congestion and wirelength for the other estimation 
methods 

4. CONGESTION ALLEVIATION 
In order to eliminate the congestion, we need a global view of the 
congestion map of a design [54, 57, 58, 60, 63, 64]. Let us 
consider Figure 5. In this figure a small window of the congestion 
map of a design is shown. Here we can see two congested regions 
on the right and left sides of the window. In the first glance it 
seems that to remove the congestion, two congested regions 
should be expanded toward the middle part of the window, which 
is not congested. Now let us consider the whole congestion map 
of the same design in Figure 6. As we see in this figure, the above 
statement is does not hold any more, since the two sides of those 
congested regions have plenty of white space and they should be 
expanded in the opposite directions.  



 

Figure 5: a window showing part of congestion map 

Flow algorithms try to distribute congestion by moving the cells 
out of congested areas. The main problem with this category of 
algorithms is that they greedily try to expand congested regions, 
but they ignore the newly generated congested regions due to the 
interfering of the expanded regions. Figure 7 demonstrates this 
problem. As it can be seen in this figure, there are two congested 
regions which make a new crossing congested region when get 
expanded. To fix this problem in flow algorithm, new congestion 
estimation is needed after each round of augmenting flow inside 
the flow algorithm, which is very inefficient. Moreover, flow 
algorithms produce large changes in floorplan which cannot 
deteriorate the quality of wirelength optimization. 

 
Figure 6: The whole congestion map of a design; the 
rectangle with dashed border is the same window in 
figure 5 

These facts imply that flow algorithms are unable to handle 
congestion minimization for interfering regions and furthermore 
cannot preserve wirelength quality of the design. This fact 
motivates us to propose new approaches to address the problem of 
congestion reduction for the whole design in floorplanning step.  

To solve the problem of congestion reduction over a bin grid, we 
detect the congested regions by plotting a contour around each of 
them. To form the non-interfering congested regions, we construct 
a graph with each vertex corresponding to a congested region. 
Each edge in this graph is connecting two congested regions if 
their contours overlap with each other. We find the non-
interfering congested regions by a maximum independent set 
algorithm. We construct a graph for all the bins belonging to the 
regions of this set and apply flow algorithm to remove the 
congestion. For the rest of the congested regions (the interfering 
ones), we apply a modified ZSA algorithm [69, 72, 78]. 

 

Figure 7: The interfering flow happens in the crossing of 
two arrows 

To solve our problem with zero slack assignment we construct a 
directed acyclic graph (DAG) over the bins that are not included 
in the maximum independent set we formed in the previous 
section. Each node of the directed acyclic graph G1 corresponds to 
one of those bins. There is a directed edge from a bin with extra 
white space to all the bins with overflow. An example of such 
constructed graph is shown in Figure 8. 

v3
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u2(v)/ s2(v)/ ov2(v)

u3(v)/ s3(v)/ ov3(v)

u1(v)/ s1(v)/ ov1(v)

α2

α1

 
Figure 8: Constructed graph for minimum perturbation 
slack assignment; u (v), s (v), and ov (v) are utilized space, 
total space and overflow (slack), respectively. 

Since we do not want to deteriorate the wirelength quality after 
congestion reduction, we need to incorporate perturbation 
minimization parameter into the modeling of our problem by slack 
assignment algorithm. For this purpose, each edge needs to have a 
weight corresponding to the Manhattan distance of its two 
endpoints. In the traditional zero slack assignment algorithm, the 
objective is to maximize the weighted sum of the slacks. To adjust 
our formulation with the traditional slack assignment algorithm, 
we define the weight of each edge w (u, v) proportional to 
1/distance (u, v). This implies that the further two nodes (bins) 
are, the less the slack (white space) is traversing between them 
and so the less the IP blocks are moved between those nodes 
(bins). We normalize edge weights such that the summation of 
edge weights for all outgoing edges of a vertex should be equal to 
1. This ensures that the portion of the white space of a bin which 
is going to be assigned to several other bins is distributed among 
them proportional to their Manhattan distance from that specific 
bin. So, our problem formulation can be represented as: 

Maximize ( ) ( ) uvuvuslack
uAdjv

∀×∑
∈

,,,
)(

α  

Subject to ( ) 1,
)(

=∑
∈ uAdjv

vuα  

After constructing the graph G1, we apply the zero slack 
assignment algorithm which tries to assign the white space of the 
underutilized bins to the over utilized bins considering minimum 
perturbation constraint. After this assignment is done, some of the 
IP blocks inside each bin should move in the reverse direction 
from the over utilized bins to the under utilized bins. The total 
area of the IP blocks which are moving from one bin to another 
bin equals to the white space (slack) allocated from the latter bin 
to the former bin.  

Table 1. The congestion reduction for ISPD02&ISPD05 benchmark s 

Overflow (%) Wirelength 
Test 

Circuit Before After Dec Before After 
Inc 
(%) 

Average 44.23 4.53 39.70 93.10 103.88 10.92 

We remove congested areas by distributing IP blocks such that the 
total overflow becomes almost zero. To actually find the best set 



of IP blocks to move we formulate a 0-1 knapsack problem and 
apply an effective heuristic used to solve 0-1 knapsack problem 
[70]. We have implemented this method and have tested it using 
two sets of academic benchmarks ISPD02 and ISPD05 [25, 28]. 
The average congestion reduction can be seen in Table 1. 

4.1 Open Problems 
There are several open problems which should be researched in 
this area such as: 

•  Incorporating the issues regarding thermal placement 
and hot spot distribution in congestion alleviation 
algorithms. 

•  Considering the white space needed around the big IP 
blocks in the congestion removal algorithms to 
guarantee routability in later phases.   

5. STATISTICAL TIMING ANALYSIS FOR 
DELAY PREDICTION 
Traditionally, the variation in the underlying process parameters 
have been modeled in statistical timing analysis (STA) using so-
called case analysis. Best-case, nominal and worst case SPICE 
parameters sets are constructed, and the timing analysis is 
performed several times. Each execution of statistical timing 
analysis is therefore deterministic, meaning that the analysis uses 
deterministic delays for the gates and any statistical variation in 
the underlying silicon is hidden. On the other hand, the delay of a 
design may statistically change because of relocation of logic 
elements due to congestion prediction and removal and so the 
design timing characteristics can be viewed as a statistical 
function of the cell locations.   Moreover, due to the dominance of 
wire delay over cell delay in today's designs, the impact of the 
wirelength on the delay of the circuit should be investigated as 
well. We will model and consider this type of uncertainty in 
timing characteristics of circuits and its relationship with other 
physical design approaches such as congestion prediction, 
utilization control and wirelength prediction to have an early 
enough prediction of design delay for timing-driven placement. 

 

Figure 9: Delay model used in placement 

Process variations are due to uncertainty in the device and 
interconnect characteristics, such as effective gate length, doping 
concentrations, oxide thickness and ILD thickness. In general, 
these variations can be divided into between-die variations (or 
inter-die variation) and within-die variations (or intra-die 
variations). Within die variations can have a deterministic 
component due to topological dependencies of device processing, 
such as CMP effects and lithograph distortions. In some cases, 
such topological dependencies can be directly accounted for in the 
analysis whereas in other cases such variations are treated as 
random. Specifically, placing different blocks at various locations 
result in different timing and delay behavior of the circuit.  

Manufacturing process variations result in gate delay 
discrepancies. In order to perform an accurate timing analysis, 
these variations must be considered. Key parameters in device 
variations are channel length L, threshold voltage Vt and oxide 
thickness tox. Process parameter variations are assumed to be 
normally distributed random variables. Under these assumptions, 
gate delay, d, will have a probability distribution function fgate(d) 
which is a Gaussian distribution with parameters µ and σ. In 
statistical timing analysis, the deterministic delay assigned to a 
gate, Dgate, is chosen such that:  

( ) 05.0Pr <> gateDdob  (10) 

This conveys that the probability with which gate delay exceeds 
Dgate is less than 0.5 percent. Dgate is used for worst-case timing 
analysis which often acts too conservatively. The effect of wire 
delay within critical timing paths is increasingly becoming a 
problem. By comparing the large improvement of transistor 
performance, due to shrinking Leff new technology such as silicon 
on insulator, versus the smaller improvements of wire delay, such 
as copper wires and better dielectrics, it can be seen that the 
wiring within an advanced microprocessor will become a more 
dominant portion of the critical paths. In deep sub- micron 
designs it is crucial to analyze and improve any wire dominated 
paths assuming that the transistor delay continues to improve. 
Timing-driven placement is one of the most important steps to 
meet the circuit performance in VLSI design. The problem has 
been studied for more than two decades, yet it remains 
challenging because of the dramatically increasing circuit size and 
the dominance of the interconnect delay in deep sub-micron 
design. Traditionally, successful timing-driven placement 
techniques fell into three categories: path-based algorithms, net 
weighting algorithms and delay budgeting algorithms [67, 68, 73, 
74, 75, 76]. In timing-driven placement, traditionally we use the 
delay model shown in Figure 9:  

( ) jegei crccrId +++=  (11) 

Where Ii is the intrinsic delay of the gate i, r is the driver 
resistance of gate i, ce and r3 are the capacitance and resistance of 
the net e, respectively. cj is the input pin capacitance of gate j. If 
gate i drives multiple gates, the summation of cj for all fan-out 
gates replaces cj [13, 14]. 
Previously, we used the wireload model to estimate the resistance 
of a net. Half the perimeter of the bounding box of the net was 
used to estimate wire length. We will include the intrinsic gate 
delays in our library, whereas before we used the result from 
linear regression in the data in library look-up table. As described 
before, many of the factors in the delay of the circuit are actually 
random. We will use probabilistic and statistical analysis of the 
delay during our timing-driven placement. Parameters defining 
the random variables are characterized depending on the type of 
technology used and its process variations. As in traditional 
timing analysis, finding the delay distribution of a DAG may be 
handled with two operators: Max and Sum.  
Both of these operations are easy to handle under deterministic 
analysis. Unfortunately there exists no set of distributions which 
is closed under both sum and max. This fact makes it almost 
impossible to find a mathematically closed form for the total delay 
distribution. [29] and [30] study methodologies for finding the 
total delay distribution of a circuit. Their proposed techniques, 
however, are computationally expensive. On the other hand, 
reconvergent paths produce correlations between delay 



distributions of the paths that should be considered. Yet, if the 
distributions are discrete, both max and sum of two discrete 
random variables can be evaluated in polynomial time. Suppose d 
is a discrete random variable with values from set Q and 
probabilities from set P such that:  

( ) ( )
NPQandPPQqwhere

NiPqfqdprob

ii

iii

==∈∈
====

||||,

1, K
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where f represents the probability distribution function(PDF) of 
delay d. Moreover, pi's and qi's denote the probability of 
occurrence of delays and their value respectively. For further 
evaluation, a generating function is defined over every random 
variable d as follows:  

( ) ∑
=

=
1i

d
id

ixPxG  (13) 

It suffices to define the max operator for only two operands since 
the maximum of n random variables can be defined recursively as 
follows:  

( ) ( )( )nnn dddddddD ,,,,maxmax,,,max 12121 −== KK  (14) 

where di's are independent random variables. 
Now the distribution of the maximum (max) and summation 
(sum) of two random variables can be computed. Assume we are 
given two discrete random variables u and v: 

•  
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Define w = sum (u,v). The distribution of w is computed as below:  
( ) jiji ppqqwprob ′=′+== .θ  (15) 

qi and qj' are selected from sets Q and Q' and where pi and pj' are 
their probability of occurrence respectively. From Equation 15 in 
can be inferred that the generating function for w is the 
convolution of the generating functions of u and v. The size of w 
(the number of its discrete values) would be at most N×M. 
However, if the type of gate delay distribution in the graph is 
limited, it is easy to show that the size of the summation over n 
variables would be polynomial in terms of n. 
The Max operator works in a different manner. Suppose z is 
defined to be the maximum of two random variable u and v: z = 
max(u,v). Therefore, z is only equal to either the value of u or v. In 
other words, if z ∈  Q ∪  Q' 

( ) ( ) ( )
( ) ( )θθ

θθθ
≤=

+≤===
uprobvprob

vprobuprobzprob

.

.
 (16) 

The size of z is at most N + M which indicates that the size of the 
total distribution will be polynomial in terms of the number of 
nodes in the graph. 
The above observations raised the need for statistical analysis of 
circuit delay during the placement process by considering the 
impact of process variation, cell relocation due to congestion 
utilization control and wire delay due to length of interconnection.  

5.1 Open Problems 
Half perimeter approximation for the length of a net is no longer 
accurate since branches in a net, produce statistical dependencies. 
From the general properties of the nets, such as length and branch 
types, we propose several open problems to consider: 

•  Obtain a probabilistic model for obtaining the topology 
of the nets with reconvergent fan-outs to statistically 
analyze delay distribution for nets during placement. 

•  Incorporating the probability distribution of delays into 
our placement algorithm for the purpose of timing-
driven placement. 

 
Figure 10: Integrated Prediction and Design Diagram 

6. INTEGRATED PREDICTION 
The growing sophistication of applications is continually pushing 
the design and manufacturing of integrated circuits (IC) and 
electronic systems to new levels of complexity.  
As the complexity of IC designs increase, the traditional 
approaches to physical design problems will cease to work , and 
hence simple extensions to the existing CAD tools will not be 
useful. To handle the complexities, systems will need to be 
designed at higher levels of abstraction by having a good 
prediction of the effects of different issues early in the design 
cycle. As a result, system design will not be viable for large SoC 
designs without hierarchical CAD flows, which considers the 
effect of several parameters such as wirelength, congestion, 
thermal issues and power early in design flow. This is done to 
avoid ending up with a designs, which may severely violate one or 
more of these concerns, since it would be too late to tackle these 
problems deep in the design flow. Having a reasonable integrated 
estimation of all these problems is inevitable if we want to handle 
the large complexity of future designs. As an example, 
considering pure wirelength minimization without congestion 
estimation methods may lead to unroutable designs. As another 
example, applying wirelength minimization along with 
considering congestion removal but ignoring thermal issues may 
lead to designs with several hot-spots which would have low 
thermal reliability. As a result, integrated prediction of different 
influential problems would be of great importance to maintain a 
high quality design flow.    Figure 10 shows the block diagram of 
our proposed approaches for integrating different prediction 
methods to improve the design quality in general.  
As is shown in Figure 10, all these predictions are highly 
integrated with each other with the goal of degrading the harmful 
side effects of optimizing each parameter individually at the 
expense of the other parameters.   

6.1 Open Problems 
•  Integrating wirelength, congestion, delay into our 

placement tool Dragon [3, 7, 8, 26, 62] by considering 
thermal and power optimization issues. 
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