Electron Dynamics in Dye-Sensitized Solar Cells: Effects of Surface Terminations and Defects
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The electron dynamics in a TiO2/alizarin based dye-sensitized solar cell is studied by a means of ab initio nonadiabatic molecular dynamics. The effects of surface terminations and vacancy defects on photoexcited interfacial electron transfer (ET) and energy relaxation of injected electrons are examined in detail. In particular, we consider three plausible TiO2 surface terminations which are stable at zero temperature. However, only one of them maintains structural integrity at room temperature while the other two terminations lead to broken interfacial Ti–O bonds. An ultrafast ET dynamics (4.6 fs) is observed for the intact interface, consistent with relevant experimental and theoretical results. On the other hand, the ET dynamics of the two other terminations takes either a much longer time or results in less charge transfer. The surface vacancies in TiO2 are found to play important roles in the structural integrity, the interfacial ET dynamics, and the energy relaxation in the TiO2 conduction bands. For example, O vacancies are observed to enhance the interfacial bonding, delocalize the photoexcited state, and facilitate nonadiabatic ET. On the other hand, Ti vacancies give rise to less stable interfacial structure and negligible ET. The energy relaxation time scale for the injected electron in the conduction band is 500 fs regardless of the vacancies. Both O and Ti surface vacancies are found to trap the injected electron while the O vacancies could increase the charge recombination at the interface.

Introduction

Dye-sensitized solar cells (DSSCs) or Grätzel cells are among the most promising alternatives to the silicon-based traditional solar cells.1 The Grätzel cells are made of low-cost and environmentally friendly materials and do not need elaborate apparatus to be manufactured into flexible sheets with mechanical robustness. The energy efficiency of a single DSSC has reached 11%, compared to less than 6% of efficiency for polymer based solar cells.2 Further development of the DSSCs demands a better understanding of the limiting factors that influence the performance of the cells. In a DSSC, nanocrystalline semiconductor oxides, mostly TiO2, are used as the electrode and merged into an electrolyte solution containing dye molecules and redox mediators. Therefore water molecules are often present in the solution,3–6 leading to the saturation of dangling bonds at the semiconductor surface. The semiconductor surface terminations may involve both molecular and dissociative adsorptions of the water,7–10 and in the latter case the orientations of the OH groups and the H atoms may change randomly in the solution. As a result, the interfacial bonding between the semiconductor and the dye molecule could be affected significantly by the surface termination which gives rise to drastically different electron-transfer (ET) dynamics. On the other hand, due to the large surface-to-volume ratios of the nanocrystalline semiconductor films, surface defects such as vacancies are expected to influence the performance of the solar cells.3–5,11–15 These surface defects can introduce defect levels, modify the molecular and electronic structures at the interface, and trap the charge carriers, resulting in different electron-transfer and relaxation dynamics, as well as the charge recombination rates.

At the semiconductor/dye interface, the photoexcited (PE) electrons are transferred from the dye molecule’s lowest unoccupied molecular orbital (LUMO) to the semiconductor’s conduction band (CB) to contribute the photocurrent of the DSSC. This interfacial ET dynamics is of crucial importance to the efficiency of the DSSC and has been the subject of many experimental1–6,16–21 and theoretical investigations.22–37 The electron transfer in the DSSC is ultrafast with a time scale less than 100 fs;3,16–18 in particular, a 6 fs ET has been observed recently.18 On the theoretical side, various simulation methods, from empirical models6,16,17,22,23,38–40 to the time-dependent density functional theory (TDDFT)24,26–28,41,42 have been employed to simulate the ET process in DSSCs. For example, Meng and Kaxiras have used TDDFT to examine ET at the interface between a TiO2 nanowire and organic dye molecules. They have systematically studied important factors that influence ET dynamics and obtained general trends which could be useful for future development of DSSCs. De Angelis et al. have used TDDFT to examine the effect of the dye protonation on the electronic properties of N719-sensitized TiO2 particles as well as the effects of the dye adsorption mode on the open-circuit voltage.41,42 Using an ab initio nonadiabatic molecular dynamics (NAMD) method, Prezhdo and collaborators have considered various electron dynamics in DSSCs, including electron injection from dye to TiO2 CB, electron relaxation within TiO2 CB, and back-electron-transfer processes, etc. Their work has shed light on the fundamental electronic processes that contribute to the overall efficiency of DSSCs, notwithstanding their work has focused only on the perfect systems.

In this paper, we study the photoexcited electron dynamics across the interface between rutile TiO2 (001) surface and an alizarin dye molecule as well as the energy relaxation dynamics of the injected electron in the TiO2 CB using the NAMD method.26 The goal is to elucidate the effects of TiO2 surface
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Ab Initio Nonadiabatic Molecular Dynamics. The interfacial ET dynamics is determined by the ab initio NAMD originally proposed by Prezhdo et al.\textsuperscript{26,29–33} In this method, the coupled electron-ion dynamics could be described by both Ehrenfest\textsuperscript{43} and surface hopping formalisms.\textsuperscript{44,45} The PE state is expressed in the basis of adiabatic Kohn–Sham (KS) orbitals that are obtained by the time-independent DFT calculation for the current ionic configuration \( \mathbf{R} \) at each MD step and is evolved in real time.

The ET at a given time can be characterized by the amount (or the fraction) of the PE electron remaining at the dye molecule,

\[
\text{ET}(t) = 1 - \sum_{i,j} c_i^d c_j \int \phi_i^d(\mathbf{r}, \mathbf{R}(t)) \phi_j(\mathbf{r}, \mathbf{R}(t)) \, d\mathbf{r}
\]

where \( i \) and \( j \) are summed over all relevant KS orbitals, \( c_i \) and \( c_j \) are expansion coefficients of PE state, \( \phi_i \) and \( \phi_j \) are the adiabatic KS orbitals, and the integration is over the volume of the dye molecule. Taking the time derivative of eq 1, we obtain two contributions

\[
\frac{d}{dt} \text{ET}(t) = -\sum_{i,j} \left\{ \frac{d c_i^d}{dt} c_j \int \phi_i^d(\mathbf{r}, \mathbf{R}(t)) \phi_j(\mathbf{r}, \mathbf{R}(t)) \, d\mathbf{r} + c_i^d c_j \frac{d}{dt} \int \phi_i^d(\mathbf{r}, \mathbf{R}(t)) \phi_j(\mathbf{r}, \mathbf{R}(t)) \, d\mathbf{r} \right\}
\]

The first term represents the nonadiabatic electron transfer, corresponding to the changes in the occupation of the adiabatic states; that is to say that the PE electron hops from one state to another to accomplish ET. The second term represents the adiabatic contribution, corresponding to the changes in the adiabatic states themselves. In this case, the PE electron remains in the same KS orbitals while these orbitals evolve in space, leading to ET. The sum of nonadiabatic (NA) ET, adiabatic ET, as well as the initial ET at \( t = 0 \) gives rise to the total ET.

To describe the energy relaxation of the injected electron in the TiO\textsubscript{2} conduction band, a simplified version of the FSSH method\textsuperscript{34,45} is used. In FSSH, the PE electron always stays at one adiabatic KS state at any time, but it can hop from one adiabatic KS state to another. The hopping probability is related to the expansion coefficients \( c_i(t) \) that are evolving in the same way as in the Ehrenfest dynamics. FSSH satisfies the detailed balance,\textsuperscript{46,47} which is important for studying the energy relaxation process. In the simplified FSSH\textsuperscript{34} method, a hop rejection in the traditional FSSH is replaced by multiplying the hop probability with the Boltzmann factor for an energetic upward transition; this simplification can significantly reduce the computational effort and at the same time give a reasonable description of the electron relaxation.

Computational Models and Parameters. Although TiO\textsubscript{2} nanoparticles in anatase phase are often used in the state-of-the-art DSSCs, we choose to work on the rutile phase in this paper because it is energetically more stable than the anatase phase for bulk structures.\textsuperscript{3} On the other hand, although the (110) rutile surface is more stable than the (001) surface, the surface reaction between water and the (110) surface is more complex and controversial,\textsuperscript{48,49} therefore we decide to focus on the (001) surface instead. In addition, the ET dynamics at the perfect rutile (001) surface/alizarin system has been examined before, to which we can compare the results. The rutile TiO\textsubscript{2} (001) surface is modeled with a five-atomic-layer slab partially shown in Figure 1. The dangling bonds at both top and bottom surfaces of the TiO\textsubscript{2} slab are saturated by two OH groups on each terminal titanium (Ti) atom and by one hydrogen (H) atom on each terminal oxygen (O) atom, as suggested by experiments.\textsuperscript{9} The bottom two layers of the slab including the saturating atoms are fixed in the MD simulations. The alizarin molecular bonds to a terminal Ti atom through two O atoms (O1 and O2), as indicated in Figure 1a. This structure is found to be the most stable by DFT calculations\textsuperscript{48} and has been used in the simulations of ET dynamics.\textsuperscript{32–35} In the direction perpendicular to the surface, large vacuum layers are used, leading to a lattice constant of 30 Å in the normal direction. The periodical boundary conditions are also used in the other two directions, with a lattice constant of 9.26 Å.

The ab initio molecular dynamics is performed by using VASP code\textsuperscript{49,50} based on DFT with the plane-wave basis and ultrasoft pseudopotentials. The PW91 functional\textsuperscript{51} is used for the generalized gradient correction. The softer pseudopotentials for O and C atoms are used since they can make the alizarin LUMO slightly lower than the TiO\textsubscript{2} CB edge (CBE), which has been found by the combined experimental\textsuperscript{3} and theoretical\textsuperscript{52} analysis of the adsorption spectra. These softer pseudopotentials lead to 210 eV energy cutoff.

The system structure is initially optimized to an energy minimum by static relaxations; then the system is heated to 300 K with a 100 fs MD run, and stays at 300 K for 1000 fs to reach the thermal equilibrium. Finally, another 1000 fs micro-canonical MD production run is performed to compute the
This interaction in turn weakens the Ti–1 (1.41 Å), leading to a strong interaction between the two atoms. Figure 1a, O3 atom in structure I is rather close to H1 atom structures as summarized in Table 1. For example, as shown in be understood from the minor differences in the equilibrium TiO2 and the alizarin are weakened and eventually broken in the MD simulations. These structural differences could lead to drastically different interfacial ET dynamics, as described in the following.

Panels a, c, and e of Figure 3 display the time evolution of the energy levels of the PE state and CBE states in the 1000 fs microcanonical MD run. Due to the thermal motion of the ions, the energy levels fluctuate considerably, especially for the PE state. In comparison with III, the larger energy fluctuations in I and II are probably due to their less stable structures; the energy oscillation of CBE is relatively small for the rigid structure of TiO2. For structure I, the PE state energy level is well-separated from those of TiO2 CBE states, leading to an inefficient and negligible ET across the interface. For structure II, the energy overlap between the PE state and CBE states occurs about half of the time, resulting in an appreciable ET. In structure III, the energy overlap is much better than those in both I and II, and thus the ET is the most efficient.

The corresponding ET dynamics can be characterized by the amount of ET—the fraction of the PE electron that has left

| Table 1: Bond Lengths (Å) of Ti1–O1, Ti1–O2, and O3–H1 in Structures I–III, As Labeled in Figure 1 |
|-----------------|-----------------|-----------------|
|                | I              | II              | III             |
| Ti1–O1         | 1.97           | 2.02            | 2.01            |
| Ti1–O2         | 2.15           | 2.04            | 2.09            |
| O3–H1          | 1.41           | 1.53            | 1.59            |

Results and Discussion

Effects of Surface Terminations. To study the effects of surface terminations, three different terminal H and OH orientations are considered as examples in Figure 1b–d with their differences explained in the caption. The three terminations labeled by I, II, and III have similar band structures, as shown in Figure 2. The alizarin’s highest occupied molecular orbital (HOMO) is located well inside the TiO2 band gap (Eg), and the alizarin LUMO is a slightly lower than the CBE; both are consistent with the combined experimental and theoretical analysis. Therefore, although Eg is underestimated, the relative energy level alignment between the alizarin LUMO and TiO2 CB is well-captured by the DFT simulations.

Although the equilibrium structures of the three terminations are rather similar, their ionic dynamics at 300 K turns out to be markedly different. From the MD simulations, we find that, in structures I and II, one of the two Ti–O bonds between the TiO2 and the alizarin is broken, while, in structure III, both Ti–O bonds remain intact. The distinctive ionic dynamics can be understood from the minor differences in the equilibrium structures as summarized in Table 1. For example, as shown in Figure 1a, O3 atom in structure I is rather close to H1 atom (1.41 Å), leading to a strong interaction between the two atoms. This interaction in turn weakens the Ti1–O2 bond—the bond length of 2.15 Å is longer than those in structures II and III—resulting in a broken Ti1–O2 bond during the MD simulations. On the other hand, the O4 atom in structure II loses its H to the nearby O5 and thus bonds more strongly with Ti1 atom. Therefore the Ti1–O1 and Ti1–O2 bonds between the TiO2 and the alizarin are weakened and eventually broken in the MD simulations. The corresponding ET dynamics can be characterized by the amount of ET—the fraction of the PE electron that has left...
the molecule—as a function of time, shown in Figure 3b,d,f. The fractions are fitted to the following equation:\(^3\)

\[
\text{ET} (t) = \text{ET}_f (1 - \exp\left[-\frac{(t - t_0)}{\tau}\right]) \tag{3}
\]

where \(\text{ET}_f\) is the final amount of ET and \(\tau\) is the estimated elapsed time for ET, a key quantity that represents the efficiency of interfacial ET. Since there is always a small fraction of the PE state residing at TiO\(_2\) at \(t = 0\), \(t_0\) (the intercept of the \(t\)-axis) can be interpreted as the ET time corresponding to the pretransferred amount.

For structure I, the total amount of the charge transfer within the 100 fs TDDFT simulation time is less than 10% with the corresponding ET time scale being much longer than 100 fs, which implies a poor performance of the solar cell. For structure II, the total amount of the charge transfer within 100 fs is only about 50% and the corresponding ET time scale is 3.6 fs. For structure III, the total amount of charge transfer within 100 fs is about 70% and the corresponding time scale of ET is 4.6 fs, which is close to the previous theoretical result of 7.9 fs\(^3\) and agrees very well with the experimental value of 6 fs.\(^\text{18}\) The ET time scale for structure II is similar to that for structure III because the ET time is much faster than the time span (~500 fs) that the PE energy level overlaps with the CBE for structure II; therefore the ET can be completed within this time span. The fact that the total ET is about 0.5 suggests that the ET does not take place within the 100 fs time interval for half of the trajectories. Furthermore, since the final amount of charge transfer in structure II is smaller than that in structure III, the corresponding short-circuit current would be smaller as well, leading to a lower efficiency.

**Effects of Vacancy Defects on ET.** We next consider the effects of vacancy defects on the ET process. To this end, two O vacancy configurations and two Ti vacancy configurations have been studied, although the focus of this section is on the O vacancies. The atomic structures of the O vacancy in the first layer (VO-1) and in the second layer (VO-2) and Ti vacancy in the first layer (VTi-1) and in the second layer (VTi-2) are shown in Figure 4a−d, respectively. For VO-1 and VTi-1, one H atom and two OH groups connected to the vacancy atom are also removed, respectively. Although Ti vacancies are not observed under normal experimental conditions, they exist nonetheless; thus, we include them here for completeness. Although only termination I is considered here, the O vacancy defect structures of all three terminations are actually thermodynamically stable in the MD simulations; this is in contrast to the perfect cases in which only structure III is stable.

Parts a and b of Figure 5 display the time evolution of the energy levels for the defect systems. For both VO-1 and VO-2, the PE state energy level overlaps very well with the CB. Additionally, in comparison with the perfect structure III where the PE state energy moves in and out of the CB (the PE level fluctuates both above and below the CBE), the PE state level in VO-1 and VO-2 fluctuates only above the CBE. Therefore it is expected that the ET is more efficient in the presence of the O vacancies. More importantly, in the presence of the O vacancies, the energy difference between the HOMO and TiO\(_2\) CBE decreases from 1.61 to 1.42 eV and to 1.38 eV for VO-1 and VO-2, respectively, which could lead to a lower open-circuit voltage; this is because the voltage is determined by the potential difference between CBE and the redox level of electrolyte, and the redox level is higher than the HOMO.

The Fourier transforms (FT) of the PE energy of VO-1 and VO-2 are shown (black curves) in Figure 5c,d, and the corresponding FT for the perfect structure III is also shown for comparison (red curves). For the perfect system, the peaks below 700 cm\(^{-1}\) (A) correspond to bending and torsional motions of the dye molecule; the peaks around 1600 cm\(^{-1}\) (B) arise from
TABLE 2: Fitted ET Time Scale for the Perfect Structure III, and VO-1 and VO-2 Systems

<table>
<thead>
<tr>
<th></th>
<th>III</th>
<th>VO-1</th>
<th>VO-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>total</td>
<td>4.6</td>
<td>6.1</td>
<td>6.0</td>
</tr>
<tr>
<td>adiabatic</td>
<td>3.1</td>
<td>4.0</td>
<td>6.7</td>
</tr>
<tr>
<td>NA</td>
<td>14.2</td>
<td>8.6</td>
<td>5.7</td>
</tr>
</tbody>
</table>

The adiabatic ET and nonadiabatic (NA) ET time scales are also listed. The unit is femtoseconds.

Figure 6. PE state charge density for (a) the perfect structure III, (b) VO-1, and (c) VO-2. The value of the isosurface is 0.001 e/Å³.

C–C and C=O stretches; the small peaks near 3300 cm⁻¹ (C) are associated with O–H stretches. The presence of the C peaks suggests that the terminal OH groups could influence the PE energy, thus the charge transfer in the perfect system. In comparison with the perfect structure, the corresponding peak positions for the defect systems shift to lower frequencies, especially for the A peaks. The fact that the C peaks nearly vanish in the defect systems indicates that the effect of the terminal H is negligible in the presence of the O vacancies.

The ET dynamics for VO-1 and VO-2 is shown in Figure 5e,f, respectively. The ET contributions are classified into the adiabatic and the nonadiabatic processes as defined in eq 2. Comparing to the perfect structure III, the NA ET in the defect systems is faster (see Table 2) because (i) the PE state energy is inside the CB of TiO₂, which facilitates the charge hopping across the interface, and (ii) the NA injection rate is proportional to the acceptor DOS. On the other hand, the adiabatic ET in the defect systems is slower than the perfect structure, which can be attributed to the slower motions of the dye molecule, evidenced by the red shift in the phonon spectrum in Figure 5. Since there is a strong Ti–O bond between alizarin and TiO₂, the adiabatic ET is dominant; hence, the overall ET time scale is still slightly longer for the defect systems. We have also determined the initial and final amounts of ET in the defective and perfect systems; the initial and final fractions of the PE electron are 0.31 and 0.83 for VO-1, 0.46 and 0.79 for VO-2, and 0.18 and 0.73 for the perfect structure III. In comparison with the perfect system, both the initial and the final fractions of the ET are greater in the defect systems, suggesting that the O vacancies could assist ET, partially due to the vacancy-induced delocalization of the PE state onto TiO₂. This delocalization can be seen from the PE charge density plot at the equilibrium structures in Figure 6. For both VO-1 and VO-2, the PE state charge density is more delocalized, spreading over to both the molecule and TiO₂, which is significantly different from the charge distribution in the perfect structure III. Meng and Kaixian have also observed that the O vacancies could enhance ET from dyes to TiO₂, although their dye molecules and TiO₂ surface are different from ours. Therefore, the mechanism in which the O surface vacancies facilitate the interfacial ET appears to be general in DSSCs.

We have also considered Ti vacancy at different surface layers for both structures I and III. However, we find that these defect structures are not stable in the sense that one (or two) Ti–O bond between the molecule and TiO₂ is broken during the MD simulations. As a result, the ET processes in these structures are rather inefficient, but the detailed results are not shown here.

Effects of Vacancy Defects on Energy Relaxation. The surface defects also influence the energy relaxation once the PE electron is injected into the TiO₂ CB. It is well-known that point defects in a semiconductor can introduce defect states in the band gap, as we have observed for both the O and Ti vacancies. For the oxygen vacancy systems, there is one occupied energy level slightly below the TiO₂ CB (Figure 2) which corresponds to the donor state in an n-type semiconductor. The shallow donor state introduced by the O vacancies has also been predicted by others. Although this donor state is occupied at the ground state, the electron at this state can be thermally excited to vacate the state so that the energy relaxation to the donor state can take place. For the VTi-1 system where a Ti atom is removed—along with two OH groups at the first layer—an empty defect level appears slightly above the TiO₂ valence band (VB), representing an acceptor state. When a Ti vacancy is introduced at the second layer of the surface (VTi-2), there form two acceptor states above the VB. These donor and acceptor states extend to the entire simulated system, consistent with experimental observations.

As the PE electron is injected into the TiO₂ CB, we assume it takes a CB state with a high DOS, as indicated by the arrow in Figure 7a. Since its energy is 1.6 eV higher than the CBE, it shall relax in energy within the TiO₂ CB and eventually reach the CBE. Therefore this energy relaxation process can be studied by projecting the injected electron state onto three lowest CB states and examine how the population on these states evolves as a function of time. As shown in Figure 7, for the perfect structure I, the stabilized population of the CBE state is about 50% and the CBE+1 state about 30%. The population of the CBE+2 state increases to 20% and then decreases, showing a transient feature due to its higher energy. The time scale for the injected electron relaxation to the CBE is about 500 fs, 2 orders of magnitude larger than the time scale for the interfacial electron transfer.

For VO-1 and VO-2 systems, the donor state can accommodate half of the injected electron at 2000 fs; the populations of the CBE and CBE+1 states are smaller than that of the perfect system, suggesting that the injected electron is bound to (or trapped by) the defect. For VTi-1, the acceptor state is slightly above the VB and much lower than the CB and the injected state. Therefore it takes a longer time for the electron to relax to the defect state. The population of the defect state increases linearly to 50% at 2000 fs; thus, the relaxation time is about 4000 fs assuming the linear relation persists. The population of the CB states reaches the maximum at 600–1000 fs and then decays continuously. Therefore, the surface Ti vacancy appears to be a strong trapping center for the injected electron. For the VTi-2 system, since there are two defect states, the electron relaxation process is faster than that for the VTi-1 system; the population of the defect states reaches 70% at 2000 fs. One of the defect states which is higher in energy becomes saturated at 800 fs, while the other (lower energy) continuously traps an electron. Finally, we find that the perfect and defect systems have the similar relaxation time of ~500 fs, although the...
population distribution is rather different. Being trapped by the surface defects, the injected electron is prevented from diffusing into the bulk and becomes spatially very close to the dye. Because the O defect energy level is higher than the HOMO of the dye, the recombination (between the injected electron at the TiO$_2$ surface and the hole at the dye) may increase in the presence of the O vacancies. On the other hand, since the Ti defect energy levels are lower than the HOMO, the recombination is less likely to occur.

**Conclusions**

Ab initio NAMD simulations are performed to study the electron dynamics in the TiO$_2$/alizarin system, focusing on the effects of the surface terminations and the vacancy defects. We have considered three plausible surface terminations for which the structure stability and the interfacial ET dynamics are examined. Although the three structures are stable at zero temperature, only one of them remains stable in the MD simulations without breaking the interfacial Ti–O bonds. For this surface termination, an ultrafast (~4.6 fs) ET is observed, which is consistent with the experimental and theoretical results. As expected, the ET process in the other two surface terminations takes either much longer time or results in less charge transfer, leading to a smaller short-circuit current. The O vacancies are observed to enhance the bonding across the interface; they also introduce the donor states and lift the LUMO into the CB of TiO$_2$, which results into a better energy alignment and a faster nonadiabatic ET. In addition, they delocalize the PE state and promote more charge transfer. However, the O vacancies also raise the alizarin HOMO energy and result in a smaller open-circuit voltage. On the other hand, the Ti vacancies give rise to the less stable structures and the negligible interfacial ET. The energy relaxation time scale for the injected electron is about 500 fs regardless of the vacancies. Both O and Ti vacancies can trap the injected electron albeit at very different time scales. Finally the O vacancies could increase the charge recombination at the interface.

Because the surface terminations are not well controlled in the TiO$_2$-based DSSCs, different surface terminations invariably occur in a batch of DSSCs, which could lead to large variations of ET rates and the performance of the solar cells. Therefore it is of crucial importance to optimize the surface termination in order to achieve uniformity of the performance. The native surface defects (O vacancies) can significantly influence the performance of DSSCs—both positively and negatively. Thus, one has to exploit the positive aspects and concomitantly avoid the negative ones. It is in this regard that the theoretical effort reported in this paper and the similar ones could prove useful for the future development of DSSCs.
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