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P~ 46 Risk Management

Risk management comprises purposeful thought to
the sources, magnitude, and mitigation of risk, and actions
directed toward its balanced reduction. As such, risk man-
agement is an integral part of project management, and
contributes directly to the objctives of systems engineer-
ing.

NASA policy objectives with regard to project risks
are cxpressed in NMI 8070.4A. Risk Management Policy.
These are to: '
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Risk Management

Risk Planning Risk Identification

Figure 15 — Risk Management Structure Diagram.

* Provide a disciplined and documented approach to
risk management throughout the project life cycle

*  Support management decision making by providing
integrated risk assessments (i.e., taking into account
cost, schedule, performance, and safety concems)

* Communicate to NASA Mmanagement the signifi-
cance of assessed risk levels and the decisions made
with respect to them.

There are a number of actions the system engineer
can take to effect these objectives. Principal among them
is planning and completing a well-conceived risk manage-
ment program. Such a program encompasses several re-
lated activities during the systems engineering process.
The structure of these activities is shown in Figure 15.

Risk

The term risk has different meanings depending on the
context. Sometimes it simply indicates the degree of
variability in the outcome or result of a particular action.
In the context of risk management during the systems
engineering process, the term denotes a combination of
both the likelinood of various outcomes and their dis-
tinct consequences. The focus, moreover, is generally
on undesired or unfavorable outcomes such as the risk

of a technical failure, or the fisk of exceeding a cost
larget.

The first is planning the risk management program,
which should be documented in a risk management pro-

gram plan. That plan, which elaborates on the SEMP,
contains: .

* The project’s overall risk policy and objectives

and Characterization

Risk Mitigation
and Tracking

Risk Analysis

* The programmatic aspects of the risk management
activities (i.e., responsibilities, resources, schedules
and milestones, etc.)

* A description of the methodologies. processes. and
tools to be used for risk identification and charac-
terization, risk analysis, and risk mitigation and
tracking

* A description of the role of risk management with
respect to reliability analyses, formal reviews, and
status reporting and assessment

*  Documentation requirements for each risk manage-
ment product and action.

The level of risk management activities should be
consistent with the project’s overall risk policy established
in conjunction with its NASA Headquarters program of-
fice. At present, formal guidelines for the classification of
projects with respect to overall risk policy do not exist:
such guidelines exist only for NASA payloads. These are
promulgated in NMI 8010.1A, Classification of NASA Pay-
loads, Attachment A, which is reproduced as Appendix
B.3.

With the addition of data tables containing the re-
sults of the risk management activities, the risk manage-
ment program plan grows into the projct’s Risk Manage-
ment Plan (RMP). These data tables should contain the
project’s identified significant risks. For each such risk,
these data tables should also contain the relevant charac-
terization and analysis results, and descriptions of the re-
lated mitigation and tracking plans (including any descope
options and/or required technology developments). A sam-
ple RMP outline is shown as Appendix B 4.

The technical portion of risk management begins
with the process of identifying and characterizing the pro-
ject’s risks. The objective of this step is to understand
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what uncertainties the project faces, and which among
them should be given greater attention. This is accom-
plished by categorizing (in a consistent manner) uncertain-
ties by their likelihood of occurrence (e.g.. high, medium,
or low), and separately, according to the severity of their
consequences. This categorization forms the basis for
ranking uncertainties by their relative riskiness. Uncertain-
ties with both high likelihood and severely adverse conse-
quences are ranked higher than those without these charac-
teristics, as Figure 16 suggests. The primary methods used
in this process are gualitative; hence in systems engineer-
ing literature, this step is sometimes called qualitative risk
assessment. The output of this step is a list of significant
risks (by phase) to be given specific management attention.

In some projects, qualitative methods are adequate
for making risk management decisions; in others, these
methods are not precise enough to understand the magni-
tude of the problem, or to allocate scarce risk reduction
resources. Risk analysis is the process of quantifying both
the likelihood of occurrence and consequences of potential
future events (or *‘states of nature’’ in some texts). The
system engineer needs to decide whether risk identification
and characterization are adequate, or whether the increased
precision of risk analysis is needed for some uncenainties.
In making that determination, the system engineer needs to
balance the (usually) higher cost of risk analysis against
the value of the additional information.

Risk mitigation is the formulation, selection, and
execution of strategies designed to economically reduce
risk. When a specific risk is believed to be intolerable.
risk analysis and mitigation are often performed iteratively,
so that the effects of alternative mitigation strategies can
be actively explored before one is chosen. Tracking the
effectivity of these strategies is closely allied with risk
mitigation. Risk mitigation is often a challenge because

Iso-risk curves, which connect
combinations of probabiiity and

10 severily of consequencas
' representing the same risk level,
must slope dowrrward and to the right.
z
3 High Risk
n .
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a Risk
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Severity of Consequences

Figure 16 — Characterizing Risks by Likelihood and
Severity.

Table 1 — Techniques of Risk Management.
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efforts and expenditures to reduce one type of risk may
increase another type. (Some have called this the systems
engineering equivalent of the Heisenberg Uncertainty Prin-
ciple in quantum mechanics.) The ability (or necessity) to
trade one type of risk for another means that the project
manager and the system engineer need to understand the
system-wide effects of various strategies in order to make
a rational allocation of resources.

Several techniques have been developed for each of
these risk management activities. The principal ones,
which are shown in Table 1, are discussed in Sections
4.6.2 through 4.6.4. The system engineer needs to choose
the techniques that best fit the unique requirements of each
project.

A risk management program is needed throughout
the project life cycle. In keeping with the doctrine of suc-
cessive refinement, its focus, however. moves from the
‘‘big picture’’ in the early phases of the project life cycle
(Phases A and B) to more specific issues during design and
development (Phases C and D). During operations (Phase
E), the focus changes again. A good risk management pro-
gram is always forward-looking. In other words. a risk
management program should address the project’s on-go-
ing risk issues and future uncertainties. As such. it is a
natural pan of concurrent engineering. The RMP should
be updated throughout the project life cycle.

4.6.1 Types of Risks

There are several ways to describe the various types
of risk a project manager/system engineer faces. Tradi-
tionally, project managers and system engineers have at-
tempted to divide risks into three or four broad categories
— namely, cost, schedule, technical. and. sometimes.
safety (and/or hazard) risks. More recently. others have
entered the lexicon, including the categories of organiza-
tional, management. acquisition, supportability, political,
and programmatic risks. These newer categories reflect
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the expanded set of concemns of project managers and Sys-
tem engineers who must operate in the current NASA en-
vironment. Some of these newer Categories also represent
supersets of other categories. For example, the Defense
Systems Management College (DSMC) Systems Engineer-
ing Management Guide wraps “*funding, schedule. contract
relations, and political risks’" into the broader category of
programmatic risks. While these terms are useful in infor-
mal discussions, there appears to be no formal taxonomy
free of ambiguities. One reason, mentioned above, is that
often one type of risk can be exchanged for another. A
second reason is that some of these categories move to-
gether, as for example, cost risk and political risk (e.g., the
risk of project cancellation).

Another way some have categorized risk is by the
degree of mathematical predictability in its underlying un-
certainty. The distinction has been made between an un-
certainty that has a known probability distribution, with
known or estimated parameters, and one in which the un-
derlying probability distribution is either not known, or its
parameters cannot be objectively quantified.

An example of the first kind of uncertainty occurs
in the unpredictability of the spares upmass requirement
for alternative Space Station Alpha designs. While the re-
quirement is stochastic in any particular logistics cycle, the
probability distribution can be estimated for each design
from reliability theory and empirical data. Examples of the
second kind of uncertainty occur in trying to predict
whether a Shuttle accident will make resupply of Alpha
impossible for a period of time greater than x months, or
whether life on Mars exists.

Modem subjectivist (also known as Bayesian) prob-
ability theory holds that the probability of an event is the
degree of belief that a person has that it will occur, given
his/her state of information. As that information improves
(e.g., through the acquisition of data or experience), the
subjectivist’s estimate of a probability should converge to
that estimated as if the probability distribution were
known. In the exampies of the previous paragraph, the
only difference is the probability estimator’s perceived
state of information. Consequently, subjectivists find the
distinction between the two kinds of uncertainty of little or
no practical significance. The implication of the subjec-
tivist’s view for risk management is that, even with little or
no data, the system engineer’s subjective probability esti-
mates form a valid basis for risk decision making.

4.6.2 Risk Identification and Characterization
Techniques

A variety of techniques are available for risk identi-
fication and characterization. The thoroughness with
which this step is accomplished is an important determi-
nant of the risk management program'’s success.

Expert Interviews. When properly conducted. expert in-
terviews can be a major source of insight and information
on the project’s risks in the expert’s area of knowledge.
Orne key to a successful interview is in identifying an ex-
pert who is close enough to a risk issue to understand it
thoroughly, and at the same time, able (and willing) to step
back and take an objective view of the probabilities and
consequences. A second key to success is advanced prepa-
ration on the part of the interviewer. This means having a
list of risk issues to be covered in the interview, develop-
ing a working knowledge of these issues as they apply to
the project, and developing methods for capturing the in-
formation acquired during the interview.

Initial interviews may yield only qualitative infor-
mation, which should be verified in follow-up rounds. Ex-
pert interviews are also used to solicit quantitative data and
information for those risk issues that qualitatively rank
high. These interviews are often the major source of in-
puts to risk analysis models built using the techniques de-
scribed in Section 4.6.3.

Independent Assessment. This technique can take several
forms. In one form, it can be a review of project docu-
mentation, such as Statements of Work, acquisition plans,
verification plans, manufacturing plans, and the SEMP. In
another form, it can be an evaluation of the WBS for com-
pleteness and consistency with the project’s schedules. In
a third form, an independent assessment can be an inde-

pendent cost (and/or schedule) estimate from an outside or-
ganization.

Risk Templates. This technique consists of examining
and then applying a series of previously developed risk
templates to a current project. Each template generally
covers a particular risk issue, and then describes methods
for avoiding or reducing that risk. The most-widely recog-
nized series of templates appears in DoD 4245.7-M. Tran-
sition from Development to Production -.Solving the Risk
Equation. Many of the risks and risk responses described
are based on lessons learned from DoD programs, but are
general enough to be useful to NASA projects. As a gen-
eral caution, risk templates cannot provide an exhaustive
list of risk issues for every project, but they are a useful
input to risk identification.

< ——
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Lessons Learned. A review of the lessons leamed files,
data, ‘and reports from previous similar projects can pro-
duce insights and information for risk identification on a
new project. For technical risk identification, as an exam-
ple. it makes sense to examine previous projects of similar
function, architecture, or technological approach. The les-
sons leamed from the Infrared Astronomical Satellite
(IRAS) project might be useful to the Space Infrared Tele-
scope Facility (SIRTF) project, even though the latter's de-
gree of complexity is significantly greater. The key to ap-
plying this technique is in recognizing what aspects are
analogous in two projects, and what data are relevant to the
new project. Even if the documented lessons learned from
previous projects are not applicable at the system level.

there may be valuable data applicable at the subsystem or
component level,

FMECAs, FMEAs, Digraphs, and Fault Trees. Failure
Modes, Effects. and Cn'ticality Analysis (FMECA), Failure
Modes and Effects Analysis (FMEA), digraphs, and fault
trees are specialized techniques for safety (and/or hazard)
risk identification and characterization. These techniques
“focus on the hardware components that make up the Sys-
tem. According to MIL-STD-1629A, FMECA is “‘an on-
going procedure by which each potential failure in a sys-
tem is analyzed to determine the results or effects thereof
on the system, and to classify each potential failure mode
according to its severity.”” Failures are generally classified
into four severity categories:

*  Category I — Catastrophic failure (possible death
or system loss)

* Category Il — Critical failure (possible major in-
jury or system damage)

*  Category I — Major failure (possible minor injury
or mission effectiveness degradation)

* Category IV — Minor failure (requires system
maintenance, but does not pose a hazard to person-
nel or mission effectiveness).

A complete FMECA also includes an estimate of
the probability of each potential failure. These prob-
abilities are usually based, at first, on subjective judgment
or experience factors from similar kinds of hardware com-
ponents, but may be refined from reliability data as the
system development progresses. An FMEA is similar to
an FMECA., but typically there is less emphasis on the se-
verity classification portion of the analysis.

Digraph analysis is an aid in determining fault toler-
ance, propagation, and reliability in large, interconnected
systems. Digraphs exhibit a network structure and resem-
ble a schematic diagram. The digraph technique permits

the integration of data from a number of individual FME-
CAS/FMEASs. and can be translated into fault trees, de-
scribed in Section 6.2, if quantitative probability estimates
are needed.

4.63 Risk Analysis Techniques

The tools and techniques of risk analysis rely heav-
ily on the concept and ““laws" (actually, axioms and theo-
rems) of probability. The system engineer needs to be fa-
miliar with these in order to appreciate the full power and
limitations of these techniques. The products of risk analy-
ses are generally quantitative probability and consequence
estimates for various outcomes, more detailed under-
standing of the dominant risks. and improved capability for
allocating risk reduction resources.

Decision Analysis. Decision analysis is one technique to
help the individual decision maker deal with a complex set
of uncertainties. Using the divide -and-conquer approach
common to much of systems engineering, a complex un-
certainty is decomposed into simpler ones, which are then
treated separately. The decomposition continues until it
reaches a level at which either hard information can be
brought to bear, or intuition can function effectively. The
decomposition can be graphically represented as a decision
tree. The branch points, called nodes, in a decision tree
represent either decision points or chance events. End-
points of the tree are the potential outcomes. (See the
sidebar on a decision tree example for Mars exploration.)
In most applications of decision analysis, these out-
comes are generally assigned dollar values. From the
probabilities assigned at each chance node and the dollar
value of each outcome, the distribution of dollar values
(i.e., consequences) can be derived for each set of deci-
sions. Even large complex decision trees can be repre-
sented in currently available decision analysis software.
This software can also calculate a variety of risk measures.
In brief, decision analysis is a technique that allows:

* A systematic enumeration of uncertainties and en-
coding of their probabilities and outcomes

* An explicit characterization of the decision maker's
attitude toward risk, expressed in terms of his'her
risk aversion

* A calculation of the value of *‘perfect information,”
thus setting a normative upper bound on informa-
tion-gathering expenditures

* Sensitivity testing on probabitity estimates and out-
come dollar values.
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Probabilistic Risk Assessment (PRA). A PRA seeks to
measure the risk inherent in a system'’s design and opera-
tion by quantifying both the likelihood of various possible
accident sequences and their consequences. A typical PRA
application is to determine the risk associated with a spe-
cific nuclear power plant. Within NASA. PRAs are used
to demonstrate, for example. the relative safety of launch-
ing spacecraft containing RTGs (Radioisotope Thermoelec-
tric Generators).

The search for accident sequences is facilitated by
event trees, which depict initiating events and combina-
tions of system successes and failures, and faulr trees.
which depict ways in which the system failures represented
in an event tree can occur. When integrated, an event tree
and its associated fault tree(s) can be used to calculate the
probability of each accident sequence. The structure and

Probabilistic Risk Assessment Pitfalls

Risk is generaily defined in a probabilistic risk assess-

ment (PRA) as the expected value of a consequence
function — that is:

R=ZPsCs
S

where Ps is the probability of outcome s, and Cs is the
consequence of outcome s. To attach probabilities to
outcomes, event trees and fault trees are developed.
These techniques have been used since 1953, but by
the late 1970s, they were under attack by PRA practitio-
ners. The reasons include the following:

* Fautlt trees. are limiting because a complete set
of failures is not definable.

* Common cause failures could not be captured
property. An example of a common cause fail-
ure is one where all the valves in a system have
a defect so that their failures are not truly inde-
pendent.

*- PRA results are sometimes sensitive to simple
changes in avent tree assumptions

* Stated criteria for accepting different kinds of
risks are often inconsistent, and therefore not
appropriate for allocating risk reduction re-
sources.

* Many risk-related decisions are driven by per-
ceptions, not necessarily objective risk as de-
fined by the above equation.  Perceptions of
consequences tend to grow faster than the con-
sequences themselves — that is, ‘several smail
accidents are not perceived as strongly as one
large one, even if fatalities are identical.

* There are difficutties in dealing with incommen-
surables, as for example, lives vs. dollars.

mathematics of these trees is similar to that for decision
trees.  The consequences of each accident sequence are
generally measured both in terms of direct economic losses
and in public health effects. (See sidebar on PRA pitfalls.)

Doing a PRA is itself a major effort. requiring a
number of specialized skills other than those provided by
reliability engineers and human factors engineers. PRAs
also require large amounts of system design data at the
component level, and operational procedures data. For ad-
ditional information on PRAs, the system engineer can ref-
erence the PRA Procedures Guide (1983) by the American
Nuclear Society and Institute of Electrical and Electronic
Engineers (IEEE).

Probabilistic Network Schedules, Probabilistic network
schedules, such as PERT (Program Evaluation and Review
Technique), permit the duration of each activity to be
treated as a random variable. By supplying PERT with the
minimum, maximum, and most likely duration for each ac-
tivity, a probability distribution can be computed for pro-
ject completion time. This can then be used to determire.,
for example, the chances that a project (or any set of tasks
in the network) will be completed by a given date. In this
probabilistic setting, however, a unique critical path may
not exist. Some practitioners have also cited difficulties in
obtaining meaningful input data for probabilistic network
schedules. A simpler alternative to a full probabilistic net-
work schedule is to perform a Monte Carlo simulation of

activity durations along the project's critical path. (See
Section 5.4.2.)

Probabilistic Cost and Effectiveness Models. These
models offer a probabilistic view of a project’s cost and
effectiveness outcomes. (Recall Figure 2.) This approach
explicitly recognizes that single point values for these vari-
ables do not adequately represent the risk conditions inher-
ent in a project. These kinds of models are discussed more
completely in Section 5.4.

4.6.4 Risk Mitigation and Tracking Techniques

Risk identification and characterization and risk
analysis provide a list of significant project risks that re-
quire further management attention and/or action. Because
risk mitigation actions are generally not costless, the Sys-
tem engineer, in making recommendations to the project
manager, must balance the cost (in resources and time) of
such actions against their value to the project. Four re-
Sponses to a specific risk are usually available: (1) deliber-
ately do nothing, and accept the risk, (2) share the risk

Lz}
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with a co-participant, (3) take preventive action to avoid or
reduce the risk, and (4) plan for contingent action.

The first response is to accept a specific risk con-
sciously. (This response can be accompanied by further
risk information gathering and assessments.) Second. a
risk can sometimes be shared with a co-participant — that
is, with a international partner or a contractor. In this situ-
ation, the goal is to reduce NASA’s risk independent of
what happens to total risk, which may go up or down.
There are many ways to share risks. particularly cost risks,
with contractors. These include various incentive contracts
and warranties. The third and fourth responses require that
additional specific planning and actions be undertaken.

Typical technical risk mitigation actions include ad-
ditional (and usually costly) testing of subsystems and Sys-

tems, designing in redundancy, and building a full engi-
neering model. Typical cost risk mitigation actions include
using off-the-shelf hardware and. according to Figure 6.
providing sufficient funding during Phases A and B. Ma-
jor supportability risk mitigation actions include providing
sufficient initial spares to meet the system’s availability
goal and a robust resupply capability (when transportation
is a significant factor). For those risks that cannot be miti-
gated by a design or management approach. the system en-
gineer should recommend the establishment of reasonabie
financial and schedule contingencies. and technical mar-
gins.

Whatever strategy is selected for a specific risk, it
and its underlying rationale should be documented in a risk
mitigation plan, and its effectivity should be tracked

An Example of a Decision Tree for Robotic Precursor Missions to Mars

In 1990, the Lunar/Mars Exploration Program Office (LMEPO) at JSC wanted to know how roboti
might reduce the risk of a manned Mars mission.  Structuring the problem as a decision tree

IC precursor missions
allows the effects of

different missions and chance events to be systematically and quantitatively evaluated. The portion of the de
shown here illustrates the calculation of the probabiiities for three distinct outcomes: (A)
safe return without a landing, or (C) a disaster resulting in mission and crew loss, when

cision tree
a successful Mars landing, (B) a
, no atmaospheric or site reconnais-
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mission architecture.

For more information on decision analysis, see de Neufville and St
Managers, 1971, and Barclay, et al., Handbook for Decision Analysis, 1977 .

Making the same calculations for every branch in the decision tree allows a determination of the best mix of
robotic precursor missions as an explicit function of: (a) the contribution of

mission risk reduction, (b) the cost, schedule and riskiness of each robotic mi

and (d) the science value of each robotic mission in the absence of a subseqguent manned mission. Another benefit of
this quantitative approach is that robotic precursors can be traded against

@ach robotic precursor mission to manned

afford, Systems Analysis for Engineers and
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through the project life cycle, as required by NMI
8070.4A. The techniques for choosing a (preferred) risk
mitigation strategy are discussed in Chapter 5, which deals
with the larger role of trade studies and system modeling
in general. Some techniques for planning and tracking are
briefly mentioned here.

Watchlists and Milestones. A warchlist is a compilation
of specific risks, their projected consequences, and early
indicators of the start of the problem. The risks on the
watchlist are those that were selected for management at-
tention as a result of completed risk management activities.
A typical watchlist also shows for each specific risk a trig-
gering event or missed milestone (for example, a delay in
the delivery of long lead items), the related area of impact
(production schedule), and the risk mitigation strategy. to
be used in response. The watchlist is periodically reevalu-
ated and items are added. modified, or deleted as appropri-
ate. Should the triggering event occur, the projected con-
sequences should be updated and the risk mitigation strat-
egy revised as needed.

Contingency Planning, Descope Planning, and Parallel
Development. These techniques are generally used in
conjunction with a watchlist. The focus is on developing
credible hedges and work-arounds, which are activated
upon a triggering event. To be credible, hedges often re-
quire that additional resources be expended, which provide
a return only if the triggering event occurs. In this sense,
these techniques and resources act as a form of project in-
surance. (The term contingency here should not be con-
fused with the use within NASA of the same term for pro-
ject-held reserves.)

Critical Items/Issues Lists. A Critical Items/Issues List
(CIL) is similar to a watchlist, and has been extensively
used on the Shuttle program to track items with significant

system safety consequences. An example is shown as Ap-
pendix B.S.

C/SCS and TPM Tracking. Two very important risk
tracking techniques — cost and schedule control systems
(C/SCS) and Technical Performance Measure (TPM) track-

ing — are discussed in Sections 4.9.1 and 4.9.2, respec-
tively.

4.6.5 Risk Management: Summary

Uncertainty is a fact of life in systems engineering.
To deal with it effectively, the risk manager needs a disci-

plined approach. In a project setting, a good-practice ap-
proach includes efforts to:

* Plan. document, and complete a risk management
program

¢ Identify and characterize risks for each phase of the
project. high risks, those for which the combined
effects of likelihood and consequences are signifi-
cant, should be given specific management atten-
tion. Reviews conducted throughout in the project
life cycle should help to force out risk issues.

* Apply qualitative and quantitative techniques to un-
derstand the dominant risks and to improve the allo-
cation of risk reduction resources: this may include
the development of project-specific risk analysis
models such as decision trees and PRAs.

¢ Formulate and execute a strategy to handle each
risk, including establishment, where appropriate, of
reasonable financial and schedule contingencies and
technical margins

* Track the effectivity of each risk mitigation strat-
egy.

Good risk management requires a team effort —
that is, system engineers and managers at all levels of the
project need to be involved. However, risk management
responsibilities must be assigned to specific individuals.
Successful risk management practices often evolve into in-
stitutional policy.
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Appendix B.4 — A Sample Risk Management Plan
Outline

2.0

Introduction

1.1 Purpose and Scope of the RMP
1.2 Applicable Documents and Definitions
1.3 ProgramvProject (or System) Description

Risk Management Approach

2.1 Risk Management Philosophy/Overview

2.2 Management Organization and Responsibilities
2.3 Schedule, Milestones, and Reviews

2.4 Related Program Plans

2.5 Subcontractor Risk Management

2.6 Program/Project Risk Metrics

30

40

Risk Management Methodologies, Processes. and
Tools

31 Risk Identification and Characterization
3.2 Risk Analysis
3.3 Risk Mitigation and Tracking

Significant Identified Risks*
4.1  Technical Risks

42  Programmatic Risks
43 Supportability Risks
44 Cost Risks

4.5  Schedule Risks

* Each subsection contains risk descriptions, charac-

terizations, analysis results, miti
ing metrics .

gation actions. and report-



